Abstract

This paper is on the portfolio optimization problem for which two generic models are presented in the context of a proprietary solver called GENO: \(^1\) the first is a pseudo-dynamic model meant for the single holding-period case; the second is a truly dynamic model that applies to both the single and the multi-period scenario. Both models can handle practical restrictions such as exposure, cardinality and round-lot constraints; both can accommodate non-traditional risk measures; and the usual two-element criterion set comprising ‘portfolio reward’ and ‘portfolio risk’ may be augmented by any number of sub-objectives deemed necessary. The paper also presents a ‘robust optimization’ model of the portfolio problem that explicitly accounts for data uncertainty; the robust model can also accommodate sophisticated risk measures, and one such function is presented in Appendix B. The compromise solution concept is used to compute portfolios that are Pareto-efficient; several numerical examples show that the portfolios thus found are not only optimal in the compromise sense, but they also have a competitive (and often the highest) reward-risk ratio—a proxy measure of the Sharpe ratio. A limited empirical analysis shows that the robust model is superior to its non-robust counterpart in terms of both nominal performance, and the potential for avoiding “opportunity costs” due data uncertainty.
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1 Introduction

The portfolio problem first formulated by Harry M. Markowitz [41] is concerned with how investors ought to deploy their wealth in financial assets, and his recommendation is a strategy he called the ‘E-V Rule’:

“The investor should select one of those portfolios with minimum variance \([V]\) for a given expected return \([E]\) or more, and maximum expected return for given variance or less” [Paraphrased from 41, p.82; emphasis added]

One may formally state Markowitz’ normative decision model in terms of utility theory as follows: \(^2\) assume an investor has a (subjective) utility function \(U\), and there are \(n\) securities with random single-period returns \(r_i\) and covariance matrix is \([c_{ij}]\) in which he wishes to invest; then the best wealth deployment strategy may be found by solving the following mathematical program, \(^3\) viz.:

\[
\text{Max } \mathbb{E}\left\{U(w_0, r, u) \mid \sum u_i \leq w_0; u_i \geq 0\right\}
\]

Where:
- \(\mathbb{E}\) — is the mathematical expectation operator;
- \(w_0\) — is the investor's initial wealth;
- \(u_i\) — is the proportion of wealth allocated to the \(i\)-th asset;
- \(r_i\) — is the single-period rate of return of the \(i\)-th asset.

\(^1\) This is an acronym for: General Evolutionary Numerical Optimizer.

\(^2\) The seminal text for utility theory is [71], but a very readable account may also be found in [38].

\(^3\) The abbreviation ‘MP’ or the contraction ‘M-program’ shall often be used in place of ‘mathematical program’ throughout this paper.
MP1 is a stochastic optimization problem, and one could use a stochastic algorithm to solve it. But, quiet apart from the perils associated with calibrating utility functions (see Remarks in Appendix A), stochastic algorithms per se are computationally demanding and rather cumbersome. In addition, their solution can be misleading when there is ambiguity in the choice of a distribution for the random parameters. And so, although modern integrated stochastic programming environments such as ‘SPIne’ [70] do alleviate some of the difficulties, the fact still remains that such a direct approach would be inefficient. And it was his recognition of such computational difficulties at that time, in conjunction with his quest to reconcile the E-V Rule with utility theory that prompted Markowitz to suggest a different approach by posing the following question:

“If an investor with a particular single period utility function acted only on the basis of expected return and variance, could the investor achieve almost maximum expected utility? Alternatively, if one knew the expected value and variance of a probability distribution of return on a portfolio can one guess fairly closely its expected utility?” [Paraphrased from 40, p.471]

Markowitz took a pragmatic approach to this question and derived a deterministic function that one could use in place of the utility function. As shown in Appendix A, his mean-variance (MV) criterion is, in essence, a Taylor series approximation of a general utility function. Empirical evidence shows that the MV criterion is quite representative of a variety of standard utility functions [1, 23, 34, 37, 52]; furthermore, although the MV criterion is only a second-order approximation, it suffices in most cases, i.e. no advantage is gained by retaining higher order terms in the Taylor series [29]. For most practical purposes therefore, the stochastic objective function in MP1 is normally replaced by the MV criterion and the resulting decision model is a two-term, uni-objective optimization problem that includes a measure of the model-user’s tolerance for risk, viz.:

\[
\text{MP2: } \max_a \left\{ \sum_{i=1}^n u_i r_i - \phi^{-1} \sum_{i=1}^n \sum_{j=1}^n u_i u_j c_{ij} \right\} \quad \left| \sum_{i} u_i = 1; \ u_i \geq 0 \right. 
\]

Where:  
- \( r_i \) — is the expected return for the \( i \)-th asset;  
- \( c_{ij} \) — is the covariance of returns between the \( i \)-th and \( j \)-th assets;  
- \( u_i \) — is the proportion of wealth invested in the \( i \)-th asset;  
- \( \phi \) — is the investor’s risk tolerance.

And in accordance with the EV rule, the MV model is usually stated and studied in one of two ways: (i) as MP3a wherein the portfolio return is required to equal or surpass an arbitrarily fixed target return, \( \bar{r} \); (ii) as MP3b wherein the portfolio variance is required to be within an arbitrarily fixed target variance, \( \gamma \). Research is focused more on MP3a (sometimes without the ‘minimum-return’ constraint) because solutions computed by this ‘minimum-variance’ model are more stable with respect to perturbations in the input data [12].

\[
\text{MP3a: } \min_a \left\{ \sum_{i=1}^n \sum_{j=1}^n u_i u_j c_{ij} \right\} \quad \left| \sum_{i} u_i r_i \geq \bar{r}; \ \sum_{i} u_i = 1; \ u_i \geq 0 \right. 
\]

\[
\text{MP3b: } \max_a \left\{ \sum_{i=1}^n u_i r_i \right\} \quad \left| \sum_{i=1}^n \sum_{j=1}^n u_i u_j c_{ij} \leq \gamma; \ \sum_{i} u_i = 1; \ u_i \geq 0 \right. 
\]

This paper contributes a solution method whose main attributes are simplicity, practicality, and the fact that the multi-objective essence of the portfolio optimization is not suppressed. The paper is organized as follows: §2 discusses practical issues in portfolio selection; §3 presents two basic decision models for the problem; §4 discusses special constraints; §5 presents a method for handling uncertainty; the solution to the models is explained in §6; numerical examples are presented in §7 and discussed in §8; §9 summarises and draws some conclusions. The exposition occasionally mentions a solver called GENO—this is described in detail in [60].
2 Practical Issues

The MV model is the standard normative theory for investor behaviour: its diversification principles are the foundation of ‘Modern Portfolio Theory’, and it is the basis for many other important advances in financial economics, including the celebrated Capital Asset Pricing Model [58]. But, Richard Michaud notes that:

“There is some evidence that a number of experienced investment professionals have experimented with MV optimizers only to abandon the effort when they found their MV portfolios to be unintuitive and without obvious investment value. Given the success of the MV model as a conceptual framework, and the availability for nearly 30 years of [the Critical Line algorithm] for computing efficient frontiers, it remains one of the outstanding puzzles of modern finance that MV optimization has yet to meet with widespread acceptance by the investment community [. . .] Does this “Markowitz optimization enigma” reflect a considered judgement by the investment community that such methods are not worthwhile, or is it merely a case of deep-seated resistance to change?”

[Paraphrased from 45, p.31]

The source of this “Markowitz optimization enigma” is multi-faceted, but some of the problematic issues are:

- **Error Maximization.** The unintuitive character of many “optimized” MV-portfolios can be traced to the fact that MV-optimizers are fundamentally “estimation-error maximizers”. The data required for MV optimization are necessarily estimates that are subject to estimation errors and the optimization process significantly over-weights (under-weights) those securities that have large (small) estimated returns, negative (positive) correlations and small (large) variances. These securities are the ones most likely to have large estimation errors [9, 45].

- **Instability of Solutions.** MV optimizations can be very unstable whereby small changes in input data assumptions leads to large changes in the solution. The main reason for this lies in the drastic loss of statistical efficiency that some estimators used to prepare the data suffer when the ‘Gaussian error’ assumption is violated [12, 45, 69].

- **Non-Investability of Allocations.** Standard MV Optimizers often produce portfolios that are not “investable”. Because most Optimizers assume continuous variables, they can sometimes produce portfolio allocations that are not in convenient units, or are not in significant enough quantities, or both. And yet it is known that institutional assets managers typically make investments in large dollar increments, or in round lots of stocks [45].

- **Ad Hoc Constraints.** Standard MV Optimizers ignore some important constraints that apply in practice. For example, under German Investment Law, there exists law—called the ‘5-10-40 rule’—that constrains the composition of mutual fund portfolios. This rule states: “up to 5% of the value of the mutual fund may be invested in securities and money market instruments of the same issuer. This limit may be extended to 10% if the contractual terms and conditions of the investment fund so provide and, at the same time, the total investment in the assets of such issuers does not exceed 40% of the net asset value of the fund” [22, p.11].

There is also the question of whether the MV model realistically encapsulates investor behaviour. The model is normative, and as such, one may expect that clients would only have confidence in its prescriptions if these reflect common sense. Roy [56] questioned the fundamental premise of the MV model, namely that investors should maximize their expected utility: he did not believe that an accurate utility function could be derived for any investor, and therefore investors would find it practically impossible to “maximise their expected utility”. Instead, Roy posited that investors normally decide using a strategy he calls ‘Safety of Principal First’—they set some minimum acceptable return (dabbled the ‘disaster level’), and their preferred portfolio is that whose return is least likely to fall below the disaster level, i.e. that which exhibits the least downside risk.

Nawrocki observes that Markowitz himself was an early proponent of a similar idea:

“[Markowitz] realized that (a) only downside risk is relevant to investors, and (b) security distributions may not be Gaussian distributed, in which case the use of variance is incorrect. In 1959, he suggested two downside risk measures—a semi-variance computed from the mean return, and a semi-variance computed from a target return. But, after proposing these two measures, Markowitz stayed with variance because it was simpler to compute”

[Paraphrased from 49, p.3]

---

4 For a recent review and typical application of the Critical Line algorithm, see [50].

5 See footnote 8 below.
Roy’s positive theory has since spawned a spate of research into downside risk and its various the measures: a brief outline of the major strands of this research is as follows:

- **Lower Partial Moment** — The Lower Partial Moment of the random variable $Z$ is defined as follows:

$$\text{LPM}(\tau) = \mathbb{E}\left\{ \left( \max\{\tau - Z; 0\} \right)^\gamma \right\}$$

LPM subsumes “a significant number of the known Von Neumann-Morganstern utility functions, as well as the whole gamut of human behaviour from risk-seeking to risk-neutral to risk-averse” [49]. The range parameter $\tau$ is set equal to the threshold from which the deviations are calculated. The (subjective) parameter $\gamma$ represents the investor’s risk attitude—risk-averse investors are expected to choose a $\gamma$ coefficient greater than 1 (giving more weight to large deviations); risk-neutral investors are expected to choose a $\gamma$ equal to 1; and the risk-seekers would choose a $\gamma$ that is less than 1; for more details, see e.g. [33].

- **Value-at-Risk** — In 1995 the Investment Bank, JP Morgan, released data on variances and covariances across various security and asset classes that it had used internally to manage risk; it called the service ‘RiskMetrics’ and used the term ‘Value at Risk’ to describe the risk measure that emerged from these data. This term (usually abbreviated as VaR) refers to a risk notion that addresses the question: ‘What is the most I could lose on this investment?’ VaR is formally defined as follows. Suppose the random variable $Z$ has an elliptical distribution denoted by $F_Z$. The Value-at-Risk of $Z$ at probability level $\alpha$ is given by:

$$\text{VaR}_\alpha(Z) = F^{-1}_Z(\alpha) = \inf\{Z \in \mathbb{R} : F_Z(Z) \geq \alpha\}$$

In other words, VaR is simply an alternative notation for the quantile function of the distribution, $F_Z$, evaluated at probability level $\alpha$. And up until the development of the Theory of Coherent Risk Measures (see below) when Value-at-Risk was shown not to conform to this important idea in general, VaR was the de facto standard measure of risk in financial services firms and was beginning to find acceptance in the non-financial sector as well. For a historical review of VaR, including the associated technical details, see [46].

- **Coherency** — This term applies to risk measures that satisfy a set of axioms first articulated by Artzner, Delbaen, Eber & Heath [3, 4]; a very readable account of ‘coherency’ that also extends their formulation may be found in [55]. The Theory of Coherent Risk Measures—developed in consultation with risk-management practitioners—is an attempt to provide objective criteria for evaluating different quantitative measures of risk. A coherent risk measure is a real-valued function $\rho$ on the space of real-valued random variables that exhibits:

A1. **Monotonicity**: For any two random variables, if $Z_1 \leq Z_2$, then $\rho(Z_2) \leq \rho(Z_1)$

A2. **Positive Homogeneity**: For $\lambda \geq 0$ we have that $\rho(\lambda Z) = \lambda \rho(Z)$

A3. **Translation Invariance**: For any $\alpha \in \mathbb{R}$ we have that $\rho(Z + \alpha) = \rho(Z) - \alpha$

A4. **Sub-additivity**: For any two random variables $Z_1$ and $Z_2$ we have $\rho(Z_1 + Z_2) \leq \rho(Z_1) + \rho(Z_2)$

These properties are consistent with common sense: A1 implies that if portfolio $Z_2$ is preferred to portfolio $Z_1$, then $Z_1$ is more risky than $Z_2$; A2 reflects the fact that risk “grows” in direct proportion to the size of the portfolio; A3 means that if a component with deterministic outcome is added to the current holding, the risk of the new portfolio is reduced by the same amount; and A4 essentially states that the risk of a portfolio cannot exceed the sum of risks of its individual components, in other words, “a merger does not create extra risk” [4]. In the portfolio selection context, A4 is the most important property—it is what makes diversification beneficial.

The case for coherent downside risk measures in portfolio optimization is incontestable. In an ideal world where portfolio returns are elliptically distributed, this requirement would not be so crucial because, in that scenario, most risk measures would satisfy what Embrechts, McNeil & Straumann [16, 17] call the “Fundamental Theorem of Integrated Risk Management”, which is essentially a statement on the suitability of risk measures under various probabilistic assumptions that may informally be summarised thus:

---

4 This is a distribution whose density is constant on ellipsoids—in the bivariate case, the contours lines of the density surface are ellipses. Elliptic distributions are symmetric and uni-modal, and they possess a useful property to portfolio theory, namely that a linear sum of elliptic distributions is also elliptic. Examples of elliptic distributions include the Gaussian, Laplace, Student’s $t$, Cauchy and Logistic distributions.
1. For elliptically distributed portfolios, VaR is a coherent risk measure: it is monotonic, positive homogeneous and translation invariant, it fulfils the sub-additivity property regardless of the probability level \( \alpha \) used.

2. In an elliptical world, among all portfolios with the same expected return, the portfolio minimizing VaR is the MV-minimizing portfolio. This statement applies to other risk measures that may or may not be coherent; in particular, it applies to the Lower Partial Moment even though this measure violates the positive homogeneity and translation invariance axioms.

3. For non-elliptically distributed portfolios, most (if not all) of the standard results from the previous statements do not hold, in particular, VaR is more than questionable.

The second statement above appears to mitigate the common use of ‘portfolio variance’—a non-coherent, non-downside measure of risk. But unfortunately, there is no guarantee that real portfolio returns are always going to be elliptically distributed. And in view of the compelling theory of coherency, one implication that this entails is clear: in the real-world, all normative models for portfolio optimization must, at the very least, have the potential for accommodating a coherent risk measure. In this regard, it is worth noting at the outset that not only does GENO have a real capacity for accommodating any risk measure, it also allows inclusion of extra criteria in the MV decision model that may be used to address other issues mentioned above; a brief summary of its capability profile is as follows:

- **On Non-Investability of Allocations.** The fact that GENO can handle discrete variables that may be binary, integer or real means that the ‘non-investability’ problem does not arise—this is discussed in §4.
- **On Ad hoc Constraints.** The GENO framework allows inclusion into the MV model of ad hoc constraints (such as the 5-10-40 German Investment Law) via binary variables or logic propositions—this is discussed in §4.
- **On Instability of Solutions.** Dealing with portfolio instabilities arising from estimation errors is within GENO’s capacity. However, the emphasis in this paper shall be on a related and more practical issue, namely dealing with the “opportunity costs” of holding a particular portfolio in the face of estimation errors. To that end, a robust MV model is presented in §5 and its qualities are tested in Example 4.
- **On Error Maximisation.** GENO allows augmentation of the standard MV criterion set to include functions that may be designed to minimise the adverse effects of estimation errors—this is discussed in §5.
- **On Alternative Risk Measures.** Evolutionary algorithms are very versatile: they can accommodate any objective function that can be mapped onto an ordinal evaluation function, and said objective function does not even have to be a closed-form expression [42, p.37]. Thus, although the numerical example presented in this paper adopts portfolio variance as the risk measure, the M-programs that may successfully be addressed by GENO may include various other types of measures that could be of the ‘downside’, ‘non-downside’ and / or ‘coherent’ or ‘non-coherent’ varieties, and including even those that can only be defined algorithmically.

3 Portfolio Optimization: Multi-objective Dynamic Models

I. **Preamble.** This section presents two alternative models of the portfolio allocation problem, both of which are multi-objective optimization problems defined over a discrete domain. The first is a single-period pseudo-dynamic model—the “pseudo-dynamics” arising from the fact that investment allocation decisions are made serially, but all at the start of the holding period; the second is a truly dynamic multi-period model in which it is assumed that investment decisions are made simultaneously at each decision stage. The second model may also be operated in ‘single-period mode’ by merely declaring the optimization horizon parameter as \( T = 1 \).

The formulations assume that all asset returns are drawn from elliptical probability distributions, and that said distributions are also ‘stationary’; see e.g., [27, p.23]. The following notation applies:

**Notation.** The term ‘Opt’ denotes an operator whose operand is a discrete set of criterion functions; it is a command to ‘optimize the operand’; it may be “distributed onto” the elements of the criterion set, or “factored out” from such a collection; when the operand is a singleton, then ‘Opt’ means ‘minimize’ or ‘maximize’ depending on the context. The associated term ‘arg opt’ means ‘the argument that optimizes the operand’; when the operand is a singleton, it means ‘arg min’ or ‘arg max’ depending on the context.
II. The Sequential Decisions Model. Given an asset universe of size \( n \), let the prime \( ' \) denote matrix transposition; let \( u = (u_1, u_2, \ldots, u_n)' \) denote the fractional sequentially applied investment allocations in the \( n \) assets; let \( x = (x_1, x_2, \ldots, x_n)' \) represent the state of an investor’s wealth, the component \( x_k \) denoting the balance yet to be invested as at “time” \( k \); let the vector \( r = (r_1, r_2, \ldots, r_n)' \) denote the expected values for the \( n \) asset returns over a single holding period; and let symbol ‘Opt’ denote an operator that separately optimizes each element of a criterion set, say \( \{f_1, f_2, \ldots, f_m\} \). If asset returns are random variables drawn from a joint probability distribution with covariance matrix \( [c_{ij}] \), then the portfolio problem may be modelled as a bi-objective “dynamic” optimization problem on the discrete domain \( N = \{1, 2, \ldots, n\} \) as follows:

\[
\text{MP4: } \quad \text{Opt} \left\{ g(u), h(u) \right\}
\]

Subject to:

\[
x_{k+1} = x_k - u_k
\]

\[
x_1 = 1
\]

\[
x_{n+1} = 0
\]

\[
\sum_{k=1}^{n} u_k = 1
\]

\[
u_k \in [0, 1]
\]

\[
k \in \{1, 2, \ldots, n\}
\]

Where:

\[
g(u) = \langle r, u \rangle = \sum_{k=1}^{n} r_k u_k \quad \text{is the portfolio return;}
\]

\[
h(u) = \sum_{i=1}^{n} \sum_{k=1}^{n} u_i u_k c_{ik} \quad \text{is the portfolio variance.}
\]

Remarks. The M-program MP4 is a two-point boundary value M-program, and the examples in [60] attest to GENO’s efficacy on this class of problems. It is easy to implement when only standard constraints apply, as is the case above. But in the real-world, constraints pertaining to ‘asset exposure’, ‘transaction costs’ and ‘investability’ are often necessary, and these render MP4 rather awkward to implement. And it was this awkwardness that prompted the formulation of a second model explained next.

III. The Parallel Decisions Model. The ‘parallel-decisions’ model is a truly dynamic M-program in which the basic premise is that investment allocations are made in tandem at each decision stage; the formulation proceeds as follows. Given an asset universe of size \( n \), let the matrix \( \bar{u}_k = [u_0 | u_1 | \cdots | u_k] \) denote the fractional investment decisions made over time—the column vector \( u_k \) being applied at the \( k \)-th instance; let \( \bar{x}_k = [x_1 | x_2 | \cdots | x_k] \) denote a state matrix that describes the investor’s asset holdings over time; let the column vectors of the matrix \( \bar{\pi}_k = [\pi_1 | \pi_2 | \cdots | \pi_k] \) denote the expected single-period asset returns at time \( t = 1, 2, \ldots, k \); assume that each vector \( \pi_t \) comprises \( n \) random returns \( r_{i,t} \) drawn from a joint probability distribution with covariance matrix \( [c_{ij}] \), and that the said distributions is elliptical, independent and identical over time; let the prime \( ' \) denote matrix transposition; let \( h \) denote a multi-period measure of portfolio risk and \( g \) denote the portfolio’s total return over the period \( [0, T] \); then the multi-period portfolio problem may be modelled as a bi-objective dynamic optimization problem on the discrete time domain \( k \in \{0, 1, 2, \ldots, T\} \) as:

\[\text{Note: } \quad g = \text{tr}(\bar{\pi}_T \bar{u}_{t+1}) \quad \text{where ‘tr’ is the matrix trace operator; the formula for } h \text{ stated below is explained fully in Appendix B.}\]
MP5:  
\[
\text{Opt} \left\{ g(\bar{u}_{T,t}), h(\bar{u}_{T,t}) \right\}
\]

Subject to:  
\[
x_{j+1}^k = x_j^k + u_j^k ; \quad j \in \{1, 2, \ldots, n\}; \quad k \in \{0, 1, 2, \ldots, T\}
\]
\[
\sum_{j=1}^n u_j^k = 1 ; \quad j \in \{1, 2, \ldots, n\}; \quad k \in \{0, 1, 2, \ldots, T\}
\]
\[
u_j^k \in [0, 1] ; \quad j \in \{1, 2, \ldots, n\}; \quad k \in \{0, 1, 2, \ldots, T\}
\]
\[
x_0 = 0
\]

Where:  
\[
g(\bar{u}_{T,t}) = \text{tr} \left[ \pi^T \bar{u}_{T,t} \right] \text{ is the total portfolio return over } [0, T]
\]
\[
h(\bar{u}_{T,t}) = \sum_{k=0}^T H_k^T(L_{T,t}) \text{ is a coherent measure of the portfolio risk over } [0, T].
\]

Remarks. The M-program MP5 is a multi-period model, and as such one needs to specify a risk criterion that is ‘time-consistent’, i.e. one that ensures compatibility of consecutive decisions implied by the measure [36]. To that end, an appropriate measure is one formulated by Hardy & Wirch [26] called the ‘Iterated Conditional Tail Expectation’ (ICTE). The ICTE satisfies the coherency axioms of Artzner, et al. [3, 4], as well as the requirements of ‘dynamic consistency’ and ‘relevancy’ as defined by Riedel [54]. Accordingly, a description of the formula for the recommended risk measure \( h \) is as follows: assume the planning horizon \([0, T]\) is divided into \( n \) sub-intervals, each of length \( \tau \) years; let elements of the set \( \mathbb{N} = \{1, 2, \ldots, T\} \) denote the number of iteration stages and define a ‘stage locator’ variable by \( m = \eta \tau \); let \( \Phi \) denote the cumulative distribution function of the standardized Gaussian random variable \( z \); and let \( \mu \) and \( \sigma \) be parameters of a log-normal asset price process that characterizes a random sequence of loss variables \( L_k \) that are used to assess the portfolio’s risk; then, at any decision stage \( k \in [0, T] \cap \{m : m = \eta \tau, \eta \in \mathbb{N}\} \), we have that \( k = T - m \), and the ICTE at confidence level \( \alpha \) is (see Appendix B, equation B11):

\[
H_k^T(L_{T,t}) = L_k \left[ 1 - \Phi \left( \frac{z_{\alpha} - \sigma \sqrt{\tau}}{1 - \alpha} \right) \right] \left[ \mu + 0.5 \sigma^2 \right]^{\eta \tau - m}
\]

The derivation of equation (1) and how it could be implemented in practice is explained fully in Appendix B.

4 Handling Special Constraints

Preamble. Incorporating special constraints into the M-V model is the subject of much current research, but GENO affords some simple methods in this regard. Example 3 below—which involves ‘exposure’ and ‘round-lot’ constraints—is a case in point: in the GENO framework, such constraints are, in the main, implemented by merely entering the required numbers into the input data matrix. Otherwise, one can always include suitable \textit{ad hoc} mathematical expressions for such special constraints as follows.

Modelling Methods. There are two other types of constraints that have garnered attention in the literature: (i) cardinality constraints specify upper and lower bounds on the size of the portfolio to be constructed from a given “asset universe”, here denoted by the set \( \mathbb{E} \)—such constraints may be required for portfolio diversity and efficient monitoring; (ii) buy-in thresholds specify the minimum amount that may invested in a particular asset—such constraints pertain to the need to minimise transaction costs. Both types are easily accommodated in the GENO framework: ‘buy-in thresholds’ are implemented by simply declaring a figure for the lower-bound variables, UCB and LSB (cf. Example 3) and cardinality constraints are dealt with as follows.
First note that, the mere act of declaring the size of the state vector establishes the size of the “asset universe” \( |E| \); if the asset composition of the proposed portfolio coincides with \( E \), then cardinality constraints are irrelevant; otherwise, cardinality constraints may be implemented directly via binary variables, or using Boolean variables together with some logic propositions as follows.

**The Direct Approach.** To construct a portfolio of size \( N \in [N_L, N_U] \), from the “asset universe” \( E \), where \( N_L \) is minimum and \( N_U \) is the maximum portfolio size, one approach suggested by Stein, Branke & Schmeck [64] is to introduce into MPS the following set of constraints in which \( j_k \) and \( U_k \) are the lower and upper bounds respectively for \( u_k' \):

\[
\begin{align*}
  u_k' &\in [L_k', U_k'] \\
  \sum_{j=1}^{|E|} u_k' &= N \in [N_L, N_U] \\
  b_k' &\in \{0, 1\}
\end{align*}
\]

Similarly, if \( D \) is the subset of the “asset universe” that is subject to the 5-10-40 rule under Germany Investment Law [22], then the ‘5-10-40 constraint’ may be modelled as follows.

\[
\begin{align*}
  u_k' - 0.05b_k' &\leq 0.05 \quad j \in D \\
  \sum_{j\in D} u_k' &\leq 0.4 \\
  \sum_{j\in D} b_k' &\leq |D|
\end{align*}
\]

**The GDP Approach.** A much more expressive modelling technique is one devised by Chemical Engineers at Carnegie-Mellon University called Generalised Disjunctive Programming (GDP) [25]. The method employs Boolean variables and logic propositions to express constraints of the ‘either-or’ type. For example, consider the set of relations:

\[
\begin{align*}
  b_k' &\Rightarrow u_k' \in [L_k', U_k'] \\
  \neg b_k' &\Rightarrow u_k' \in \{0\} \\
  b_1 \lor b_2 \lor \cdots \lor b_k &\Rightarrow \text{True} \\
  f(b) &\Rightarrow \text{True} \\
  b_i &\in \{\text{True, False}\}
\end{align*}
\]

The Boolean variable \( b_k' \) indicates whether the \( j \)-th asset is *in* (\( b_k' = \text{True} \)) or *out* (\( b_k' = \text{False} \)) of a particular portfolio; equation (4c) ensures that the proposed portfolio contains at least one asset; and the function \( f(b) \) is a proposition that stipulates further conditions; for example, \( f \) might contain terms such as \( b_m \lor \neg b_n \) (in which \( \lor \) is the ‘exclusive-OR’ operator) to implement a diversity requirement that states: “assets \( m \) and \( n \) cannot simultaneously be part of any particular portfolio”; and of course, several such propositions are allowed.

**Closing Remarks.** Note that both methods outlined above ultimately result in a ‘Mixed-Binary Program’, and the numerical examples in [60] show that GENO is well capable of solving this class of problems.
5 Accommodating Uncertainty

Preamble. The solution to a portfolio problem is not computable unless or until one knows the model parameters, i.e. the mean vector and the covariance matrix of the asset returns. In practice therefore, portfolio optimization is usually a two-step procedure that proceeds as follows: given some time series data on asset returns covering a historical period, (i) statistical estimates of the mean vector and covariance matrix of the asset returns are computed based on the observed data; (ii) the estimates computed at Step 1 are then regarded as if they were the true population parameters for the unknown probability distribution that generated the observed data; they are plugged into the MV model, and the latter is solved to produce the (supposedly) optimal asset allocations. A potential source of weakness in this plug-in solution strategy is at Step 1, the statistical estimation stage. In practice, unless there are strong a priori reasons to suggest otherwise,

“... it is usually assumed that the observations are [Gaussian] distributed. This assumption is partly justified by an appeal to the Central Limit Theorem. However, [the Gaussian distribution] can rarely be taken for granted, and the famous remark of Poincaré remains apt: ‘... everyone believes in the (Gaussian) laws of errors, the experimenters because they think it is a mathematical theorem, the mathematicians because they think it is an empirical fact’ ” [Paraphrased from 27, p.116]

But once the Gaussian assumption is cast into doubt, then robustness of the estimators employed becomes a key issue: it turns out that some estimators suffer a drastic loss of statistical efficiency\(^8\) if the data supplied them is not exactly Gaussian. This is mainly what lies at the root of the ‘instability-optimized-portfolios’ problem identified by Michaud [45]—a re-calibration of an MV solver using a non-robust estimator and new data that is “not as Gaussian” as the original sample results in significantly different estimates for the model parameters, and hence solver generates asset allocations that are quiet removed from the old ones.

There are several ways of tackling this problem, each with its own merits and demerits; however a detailed discussion of these methods is beyond the scope of this paper; interested readers may wish to consult a recent survey in [20]. The most obvious approach is to use robust estimators at Step 1 of the “plug-in” strategy; a second approach is to formulate robust version of the MV problem assuming certain characteristics for the asset return distributions; a third approach essentially combines the two stages of the plug-in strategy—portfolios are generated using optimal estimation in one single step such as in [12]; a fourth approach is to combine the investor’s prior beliefs on asset returns with evidence from historical observations and then use estimators based on Bayes’ theorem.

Modelling Method. The method proposed in this paper is essentially a plug-in strategy in the vein of Tütüncü & Koenig [69]: its basic rationale is that, since statistical point estimates always involve some degree of imprecision (no matter how sophisticated the estimator used may be), it is prudent to use intervals or ‘uncertainty sets’ within which the parameters in question may be assumed or shown to lie with a certain degree of confidence. The method is an adaptation of a nonlinear interval programming (NLIP) technique for dealing with data uncertainty that is presented by Jiang, Han, Liu & Liu [32]. The formulation is as follows.

Consider a generic M-program in which the constraint and objective functions are determined by a decision vector \( u \in U \subseteq \mathbb{R}^n \) conditional on a data vector \( d \in \Xi \subseteq \mathbb{R}^m \), viz.:

\[
\text{MP6a: } \max_u \left\{ f_0(d,u) \mid f_i(d,u) \leq 0; \quad d \in \Xi, \quad u \in U \right\}
\]

\(^8\) A good statistical estimator is one that is unbiased and has a small mean square error; if an estimator is unbiased, then its mean square error coincides with its variance, and so given two estimators that are unbiased, a choice of the one with the lower variance is consistent with minimising the mean square error. This goodness criteria is measured by ‘relative efficiency’: an estimator \( e_1 \) of a parameter \( p \) is said to be relatively more efficient than another estimator \( e_2 \) if both \( e_1 \) and \( e_2 \) are unbiased estimators of \( p \), but the variance of \( e_1 \) is less than that of \( e_2 \).
In practice, there is always some degree of uncertainty as to the true value of the vector \( \mathbf{d} \). This ignorance may be modelled by setting the elements of \( \mathbf{d} \) as closed intervals \( i_{d_q} \in \mathbb{I} \), \( q = \{1, 2, \ldots, m\} \) on \( \mathbb{R} \) rather than single points. And the introduction of the intervals \( i_{d_q} \) into MP6a implies that the functions \( f \) and \( c \) also assume interval-like qualities, and one may characterise them by the mid-points and radii, or by the end-points on their respective interval ranges. Exactly how the intervals \( i_{d_q} \) propagate through the functions \( f_0 \) and \( f_1 \) may be worked out analytically or empirically using the calculus of (real) interval numbers [35, 47].

Jiang, et al. [32] base their NLP formulation on a preference relation for closed intervals in \( \mathbb{I} \) that was first suggested by Ishibuchi & Tanaka [31]; a simplified definition of the said relation is as follows:

**Definition 1 [Interval Preference Relation]** Consider two closed intervals \( \mathbf{A} = [a_L, a_R] \) and \( \mathbf{B} = [b_L, b_R] \) on the real line that pertain to the values attained by a criterion function of an optimization problem. The intervals may also be characterised by an ordered pair comprising the centre or mid-point \( m_a = 0.5(a_L + a_R) \), and the radius or half-width \( w_a = 0.5(a_R - a_L) \), viz., \( \mathbf{A} = (m_a, w_a) \) and \( \mathbf{B} = (m_b, w_b) \); a useful identity is: \([a_L, a_R] = m_a + w_a [-1, 1] \). If the associated optimization problem is one of maximization, then the interval preference relation \( \mathbf{A} \succ_{\mathcal{R}} \mathbf{B} \) (read: ‘\( \mathbf{A} \) is better than \( \mathbf{B} \)’) implies the following:

\[
\mathbf{A} \succ_{\mathcal{R}} \mathbf{B} \iff (m_a \geq m_b) \land (w_a \leq w_b) \quad (5a)
\]

Similarly, if the associated optimization problem is one of minimization, then \( \mathbf{A} \succ_{\mathcal{R}} \mathbf{B} \) implies the following:

\[
\mathbf{A} \succ_{\mathcal{R}} \mathbf{B} \iff (m_a \leq m_b) \land (w_a \leq w_b) \quad (5b)
\]

**Remarks 1** This is a simplified version of the preference relation in [31] that retains only the essential elements.

Let \( f_{uL} \) and \( f_{uR} \) denote the left and right end-points, respectively, of the objective function interval induced by the introduction of the data intervals \( i_{d_q} \in \mathbb{I} \), \( q = \{1, 2, \ldots, m\} \); let \( f_{uL} \) and \( f_{uR} \) be similarly defined for the constraint function \( f_1 \); and let \( m_0 \) and \( w_0 \) denote the mid-point and radius functions with respect to the intervals of \( f_0(\mathbf{u}) \); then clearly:

\[
f_{uL}(\mathbf{u}) = \text{Inf}_d \{ f_0(d, \mathbf{u}) \} \quad (6a)
\]

\[
f_{uR}(\mathbf{u}) = \text{Sup}_d \{ f_0(d, \mathbf{u}) \} \quad (6b)
\]

Note that \( f_{uL}(\mathbf{u}) \) and \( f_{uR}(\mathbf{u}) \) are deterministic because the uncertainty associated with the data vector \( \mathbf{d} \) is effectively eliminated by the ‘Inf’ and ‘Sup’ operations. And by definition:

\[
m_0(\mathbf{u}) = 0.5(f_{uL}(\mathbf{u}) + f_{uR}(\mathbf{u})) \quad (7a)
\]

\[
w_0(\mathbf{u}) = 0.5(f_{uR}(\mathbf{u}) - f_{uL}(\mathbf{u})) \quad (7b)
\]

The preference relations in **Definition 1** implicitly comprise two choice measures: (i) a cardinal preference encapsulated by the order relation on the interval mid-points; (ii) an aversion for uncertainty encapsulated by the order relation on the interval widths. Accordingly, if one applies the preference relation in **Definition 1** to the functions \( f_0 \) and \( f_1 \) in MP6a, then one obtains a robust version of the original M-program, namely the interval-induced, bi-objective optimization problem that may be stated thus:

**MP6b:**

\[
\text{Opt}_u \left\{ m_0(\mathbf{u}), w_0(\mathbf{u}) \mid f_{uR}(\mathbf{u}) \leq 0; \quad d \in \mathbb{I}^m; \quad \mathbf{u} \in \mathbf{U} \right\}
\]

The mid-point function \( m_0(\mathbf{u}) \) is correlated to the expected value of the partial function \( f_0(\mathbf{u}) \), and the radius function \( w_0(\mathbf{u}) \) is correlated to the variance \( \text{Var}[f_0] \). For example, if one assumes, purely for the sake of argument, that \( f_0 \) is uniformly distributed on \([f_{uL}, f_{uR}]\), then:
In the case of MP6b therefore, the appropriate interpretation of the operator ‘Opt’—when “distributed” over the criterion set \( \{ m_0, w_0 \} \) in MP6b is that it assumes the meanings ‘maximize’ and ‘minimize’, respectively because maximizing \( m_0 \) is consistent with the original program MP6a, and minimizing \( w_0 \) is consistent with reducing the adverse effects of the uncertainty in \( \mathbf{d} \). Thus, MP6b is in effect a reward-risk optimization formulation—maximizing the mid-point function \( m_0 \) also maximizes the expected value of \( f_0 \), i.e. ‘the reward’; and insofar ‘variance’ measures risk, then minimizing the radius function \( w_0 \) builds into the solution a certain degree of robustness to the estimation risk emanating from variations in the data vector \( \mathbf{d} \). This fact may be used to formulate a robust version of the portfolio problem. For example, consider a single-period version of MP5: the uncertain data are the asset returns \( r_i \) and each element of the covariance matrix \( [c_{ij}] \); an application of Definition 1 separately to the return function \( g \) and the risk function \( h \) would result in a criterion set comprising four elements; the robust version of MP5 may be stated thus:

\[
\text{MP7: } \text{Opt}_{\mathbf{u}} \left\{ m_g(\mathbf{u}), w_g(\mathbf{u}), m_h(\mathbf{u}), w_h(\mathbf{u}) \right\}
\]

Subject to:

\[
\begin{align*}
    & x_{i+1} = x_i + u_i^j ; & j & \in \{1, 2, \ldots, n\} ; & k & \in \{0, 1, 2, \ldots, T\} \\
    & \sum_{j=1}^n u_i^j = 1 ; & j & \in \{1, 2, \ldots, n\} ; & k & \in \{0, 1, 2, \ldots, T\} \\
    & u_i^j \in [0, 1] ; & j & \in \{1, 2, \ldots, n\} ; & k & \in \{0, 1, 2, \ldots, T\} \\
    & x_0 = 0 
\end{align*}
\]

Where at each \( k \):

\[
\begin{align*}
    m_g(\mathbf{u}) &= 0.5(g_1(\mathbf{u}) + g_0(\mathbf{u})) ; \\
    w_g(\mathbf{u}) &= 0.5(g_0(\mathbf{u}) - g_1(\mathbf{u})) \\
    m_h(\mathbf{u}) &= 0.5(h_1(\mathbf{u}) + h_0(\mathbf{u})) ; \\
    w_h(\mathbf{u}) &= 0.5(h_0(\mathbf{u}) - h_1(\mathbf{u}))
\end{align*}
\]

MP7 may seem rather complicated to implement due to the fact that the requisite operands, namely the ‘end-point’ functions \( g_1(\mathbf{u}), g_0(\mathbf{u}), h_1(\mathbf{u}) \) and \( h_0(\mathbf{u}) \), are defined via optimization processes (according to equation 6). But this problem is more apparent than real: the data components feature linearly in both \( g \) and \( h \), and so it is easy to derive explicit expressions for the ‘end-point’ functions using interval analyses of the functions in question. Note that for the single-holding period version of MP5, the portfolio return function “degenerates” to the inner product \( g = \langle \mathbf{u}, \mathbf{r} \rangle \) which is bilinear. And so if the vectors \( \mathbf{r}_l \) and \( \mathbf{r}_r \) denote collections of the left and right-end points of the asset returns vector \( \mathbf{r} \), then from the natural interval extension of \( g \) with respect to \( \mathbf{r} \), it follows immediately that; see [47 Chap. 5]:

\[
\begin{align*}
    g_0(\mathbf{u}) &= \langle \mathbf{u}, \mathbf{r}_l \rangle \quad \text{(9a)} \\
    g_1(\mathbf{u}) &= \langle \mathbf{u}, \mathbf{r}_r \rangle \quad \text{(9b)}
\end{align*}
\]

\[\text{An alternative approach would be to use a ‘calculus-of-variations’ argument as follows:}\]

\[
\begin{align*}
    g &= \langle \mathbf{u}, \mathbf{r} \rangle \\
    \delta g &= \langle \mathbf{u}, \delta \mathbf{r} \rangle \\
    g_{\mathbf{r}} - g &= \langle \mathbf{u}, (\mathbf{r}_r - \mathbf{r}_l) \rangle \\
    g_0 - g_1 &= \langle \mathbf{u}, (\mathbf{r}_r - \mathbf{r}_l) \rangle \iff (g_0(\mathbf{u}) = \langle \mathbf{u}, \mathbf{r}_r \rangle) \land (g_1(\mathbf{u}) = \langle \mathbf{u}, \mathbf{r}_l \rangle)
\end{align*}
\]
One does not need to explicitly determine the ‘end-point’ pertaining to \( h \) because the functions ultimately required by MP7—i.e. \( m_h \) and \( w_h \)—may be stated directly using the definitions of ‘matrix mid-point’ and ‘matrix width’; the former is exactly the definition in (7a) applied to each interval element of a matrix; the latter is a scalar defined as the supremum norm of a matrix; see [47, §7.1]. To that end, let \( c_{ijL} \) and \( c_{ijR} \) denote the left and right end-points of the interval pertaining to the covariance matrix element, \( c_{ij} \) and let the \( w_c \) denote the width of the covariance matrix \([c_{ij}]\); then it is easy to show that:

\[
m_h(\mathbf{u}) = \mathbf{u}' \left[ 0.5(c_{ijL} + c_{ijR}) \right] \mathbf{u}
\]

\[
w_h(\mathbf{u}) = w_c(\mathbf{u}, \mathbf{u})
\]

The width function \( w_c \), which as mentioned earlier is defined as the supremum norm of a matrix, is:

\[
w_c = \max_{i,j} \left\{ 0.5(c_{ijR} - c_{ijL}) \right\}
\]

**Closing Remarks.** Note that if the interval vector \( \mathbf{d} \) is degenerate—i.e. when all its elements are specific constants and there is no uncertainty about their actual values—then equations (9a) and (9b) coalesce into the normal portfolio return \( g = (\mathbf{u}, \mathbf{r}) \); all width functions vanish; equation (10a) becomes the normal portfolio variance, and thus MP7 reverts to the normal, non-robust formulation of MP5. And because the data variables \( \mu \) and \( \sigma \) are arguments of monotonic functions, \( m_h \) and \( w_h \) are just as easily derived for equation (1) as the risk measure instead of ‘variance’; see [47, §5.2]. In either case, the correct interpretation for the operator ‘Opt’, if “distributed” over the criterion set \{ \( m_g, w_g, m_h, w_h \) \}, is ‘max’, ‘min’, ‘min’ and ‘min’ respectively.

### 6 Solution of the Models

**Preamble.** The notion of optimization is unambiguous in the uni-objective context: the verb ‘optimize’ is a command that is universally understood to mean ‘compute the extrema of some criterion function’. But the same cannot be said of multi-objective problems because the various criterion functions involved evaluate candidate solutions in disparate ways: taken pair-wise, some may “compete” in the sense that an improvement with respect to one degrades the solution as assessed the other; others may “collude” in the sense that an improvement in one entails the same in the other; and others may be totally independent. And so different solutions may be defined, but this paper shall only be concerned with one—the ‘compromise solution’. The rationale for the compromise solution is presented in [61] and shall not be repeated here.

**The Compromise Solution and its Computation.** The compromise solution concept that was first introduced by Salukvadze [57] and later independently presented by Yu [75] and Zeleny [76]. It is based on the common-sense and compelling notion that the best option is a feasible point that yields values that are closest to an ideal outcome—the *ideal* being that point at which each criterion is optimized to the fullest extent possible. The rationale for the compromise solution is best explained in terms of the two-dimensional outcome space depicted in Figure 1 below in which \( f_i(\mathbf{x}) \) and \( f_j(\mathbf{x}) \) are finite-valued criterion functions of a decision vector \( \mathbf{x} \), and the collection of all such feasible outcomes constitutes the outcome set \( \partial \Omega \). Associated with each outcome vector \( \mathbf{z} \) are four ‘boundary’ outcome vectors \( \mathbf{z}_1, \mathbf{z}_2, \mathbf{z}_3 \) and \( \mathbf{z}_4 \); these are points where lines that are parallel to the axes \( f_i \) and \( f_j \) intersect the boundary of the set \( \Omega \), which shall hereafter be denoted by \( \partial \Omega \). The vertices of the smallest rectangle enclosing \( \Omega \) comprise the ‘utopia set’, and for any given vertex vector \( \mathbf{z}_m \) each of its dimensions represents the best possible outcome, i.e. the *global* solution, that could be attained by maximizing or minimizing a particular criterion independently. However, only one vertex would be relevant in any given scenario and such a vertex is conventionally called the ‘ideal point’. In Figure 1 below, \( \mathbf{z}_1 \) is the ideal point when both criteria are required to be minimized; whereas \( \mathbf{z}_4 \) is for the case where criterion 1 is to be minimized, and criterion 2 maximized.
One may define the compromise solution in two stages as follows:

**Definition 2 [The Ideal Point]:** Let \( \Omega \subset \mathbb{R}^n \) denote an outcome set; let \( L_j \) and \( U_j \) denote the lower and upper bounds respectively for the criterion \( f_j \) at \( \omega \) assuming all other outcomes remain constant; let \( z_i \) denote the *ideal point* for the problem at hand, then the coordinates of \( z_i \) are given by scalars \( z_{ij} \) defined as:

\[
\begin{cases}
\text{if the } j \text{th criterion requires maximizing} \\
\text{if the } j \text{th criterion requires minimizing}
\end{cases}
\]

\[
\begin{align*}
\min \left\{ U_j(\omega) \right\}, & \quad \text{if the } j \text{th criterion requires maximizing} \\
\max \left\{ L_j(\omega) \right\}, & \quad \text{if the } j \text{th criterion requires minimizing}
\end{align*}
\]

**(Remarks 2):** Because ideal outcomes are normally not jointly attainable, a compromise is required.

**Definition 3 [The Compromise Solution]:** Let the point \( z_i \) be the ideal point a given multi-objective optimization problem; then the compromise solution is a member of those feasible controls whose outcomes are closest to the ideal outcome as measured by some distance function such as the Euclidean or Tchebycheff metric; thus, in terms of the Tchebycheff metric, the compromise solution is a feasible vector \( x^* \) whose corresponding outcome vector \( \omega^* \) belongs to a set of outcomes \( \xi \subset \partial \Omega \) that is defined as:

\[
\xi(z_i) = \left\{ \omega \in \partial \Omega : \omega = \arg \min ||\omega - z_i|| \right\}
\]

**(Remarks 3):** The definition of \( \xi(z_i) \) entails two processes: (i) the obvious minimization process denoted by the ‘arg min’ operator; (ii) the less obvious search process that is supposed to delineate the boundary set \( \partial \Omega \). In the GENO scheme, the latter is approximated by evolutionary mechanisms using the Pareto-dominance criterion, and the former is a straightforward implementation of the Tchebycheff metric. The rationale underlying this solution concept may be explained as follows: (a) there is no question that, if it were achievable, the ideal outcome vector \( z_i \) would constitute the optimal solution to the multi-objective optimization problem under study; (b) but since this is usually not the case, one has to “compromise downwards” from the ideal outcome \( z_i \) to a less-than-ideal outcome \( \omega^* \) that corresponds to a feasible vector \( x^* \). Thus, the compromise solution is logically compelling; it also dispenses with the need to calibrate utility functions as in other single-point MV solution techniques [15]; the model-user is not even required to express preferences at any point in the solution process; and unlike many multi-objective methods that “tend to become cumbersome and even useless as we increase the number of objectives” [10, p.4], the size of the problem, as measured by the dimension of \( \Omega \), is largely irrelevant.

**Closing Remarks.** Assuming the ideal vector \( z_i \) is known, the ‘arg min’ operation in (11b) may be viewed as a command to find the solution of a nonlinear equation system, and so the methods in [62] are applicable; the two uni-objective methods presented there, namely the composite-metric method (code name: EDR) and the NCP method (code name: ECR), are used on Example 4, primarily for the sake of efficiency.
7 Numerical Examples

Preamble. This section presents some numerical examples whose purpose is to assess the ideas and techniques presented in this paper. The requisite input data is from various sources: the first example is from [39] and it provides a basic comparison of the solution method employed there with GENO; the second example is from [43] and it serves to compare GENO to the Black-Litterman model as well as the ‘re-sampled efficiency’ method of Richard and Robert Michaud; the third example is from [19]—it illustrates the handling of non-traditional ad hoc constraints and assesses GENO’s solution per se; the last example employs data from [69] and serves to assess the robust optimization model formulated and presented in §5 above.

Example 1: A single-period MV optimization problem

\[ \text{Opt}_{u} \{ g(u), h(u) \} \]

Subject to: 
\[ x_{k+1} = x_k - u_k; \quad k \in \{1, 2, \ldots, 5\} \]
\[ x_1 = 1 \]
\[ x_{n+1} = 0 \]
\[ \sum_{k=1}^{n} u_k = 1 \]
\[ u_k \in [0, 1] \]

Where: 
\[ g(u) = \langle r, u \rangle = \sum_{k=1}^{5} r_k u_k \] is the portfolio return;
\[ h(u) = \sum_{i=1}^{5} \sum_{k=1}^{5} u_i u_k c_{ik} \] is the portfolio variance.

Tables 1A: Expected Annual Returns (%) [39, p.163]

<table>
<thead>
<tr>
<th>Asset Name</th>
<th>SECURITY 1</th>
<th>SECURITY 2</th>
<th>SECURITY 3</th>
<th>SECURITY 4</th>
<th>SECURITY 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEAN RETURN</td>
<td>15.1</td>
<td>12.5</td>
<td>14.7</td>
<td>9.02</td>
<td>17.68</td>
</tr>
</tbody>
</table>

Tables 1B: Covariance Matrix [39, p.163]

<table>
<thead>
<tr>
<th>Covariance Matrix</th>
<th>SECURITY 1</th>
<th>SECURITY 2</th>
<th>SECURITY 3</th>
<th>SECURITY 4</th>
<th>SECURITY 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>SECURITY 1</td>
<td>2.30</td>
<td>0.93</td>
<td>0.62</td>
<td>0.74</td>
<td>-0.23</td>
</tr>
<tr>
<td>SECURITY 2</td>
<td>0.93</td>
<td>1.40</td>
<td>0.22</td>
<td>0.56</td>
<td>0.26</td>
</tr>
<tr>
<td>SECURITY 3</td>
<td>0.62</td>
<td>0.22</td>
<td>1.80</td>
<td>0.78</td>
<td>-0.27</td>
</tr>
<tr>
<td>SECURITY 4</td>
<td>0.74</td>
<td>0.56</td>
<td>0.78</td>
<td>3.40</td>
<td>-0.56</td>
</tr>
<tr>
<td>SECURITY 5</td>
<td>-0.23</td>
<td>0.26</td>
<td>-0.27</td>
<td>-0.56</td>
<td>2.60</td>
</tr>
</tbody>
</table>

10 US Patent #6,003,018, December 1999. A brief description of the re-sampled efficiency method may be found in Becker, Gürtler & Hibbeln [6] who present an extensive simulation study that compares it to the traditional Markowitz approach.

11 MP6 is a sequential-decisions model; this was used to generate the first set of results reported below; the second set of results was generated by a parallel-decisions model which, for the sake of brevity, is not re-stated here.
### GENO Output [The Sequential Decisions Model]

<table>
<thead>
<tr>
<th>Generation Number</th>
<th>Time (sec)</th>
<th>Portfolio &quot;Loss&quot;</th>
<th>Portfolio Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00</td>
<td>0.06452204</td>
<td>0.95838589</td>
</tr>
<tr>
<td>10</td>
<td>4.13</td>
<td>0.06935328</td>
<td>0.79053227</td>
</tr>
<tr>
<td>20</td>
<td>4.10</td>
<td>0.06935326</td>
<td>0.79053228</td>
</tr>
<tr>
<td>30</td>
<td>4.15</td>
<td>0.06935326</td>
<td>0.79053228</td>
</tr>
<tr>
<td>40</td>
<td>4.15</td>
<td>0.06935326</td>
<td>0.79053228</td>
</tr>
<tr>
<td>50</td>
<td>4.13</td>
<td>0.06935326</td>
<td>0.79053228</td>
</tr>
<tr>
<td>60</td>
<td>4.09</td>
<td>0.06935326</td>
<td>0.79053228</td>
</tr>
<tr>
<td>70</td>
<td>4.12</td>
<td>0.06935326</td>
<td>0.79053228</td>
</tr>
<tr>
<td>80</td>
<td>4.09</td>
<td>0.06935326</td>
<td>0.79053228</td>
</tr>
<tr>
<td>90</td>
<td>4.12</td>
<td>0.06935326</td>
<td>0.79053228</td>
</tr>
<tr>
<td>100</td>
<td>4.07</td>
<td>0.06935326</td>
<td>0.79053228</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Asset Name:</th>
<th>SECURITY 1</th>
<th>SECURITY 2</th>
<th>SECURITY 3</th>
<th>SECURITY 4</th>
<th>SECURITY 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allocation:</td>
<td>0.088790530</td>
<td>0.250125980</td>
<td>0.282629880</td>
<td>0.103244140</td>
<td>0.275209470</td>
</tr>
<tr>
<td>Portfolio Return (%):</td>
<td>14.41893378</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Portfolio Risk:</td>
<td>0.79053228</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Return-Risk Ratio:</td>
<td>18.23952574</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### GENO Output [The Parallel Decisions Model]

<table>
<thead>
<tr>
<th>Generation Number</th>
<th>Time (sec)</th>
<th>Portfolio &quot;Loss&quot;</th>
<th>Portfolio Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00</td>
<td>0.06748238</td>
<td>0.80007756</td>
</tr>
<tr>
<td>10</td>
<td>4.70</td>
<td>0.06745308</td>
<td>0.79942382</td>
</tr>
<tr>
<td>20</td>
<td>4.73</td>
<td>0.06745308</td>
<td>0.79942382</td>
</tr>
<tr>
<td>30</td>
<td>4.71</td>
<td>0.06745308</td>
<td>0.79942382</td>
</tr>
<tr>
<td>40</td>
<td>4.79</td>
<td>0.06745308</td>
<td>0.79942382</td>
</tr>
<tr>
<td>50</td>
<td>4.87</td>
<td>0.06745308</td>
<td>0.79942382</td>
</tr>
<tr>
<td>60</td>
<td>4.90</td>
<td>0.06745308</td>
<td>0.79942382</td>
</tr>
<tr>
<td>70</td>
<td>4.76</td>
<td>0.06745308</td>
<td>0.79942382</td>
</tr>
<tr>
<td>80</td>
<td>4.85</td>
<td>0.06745308</td>
<td>0.79942382</td>
</tr>
<tr>
<td>90</td>
<td>4.84</td>
<td>0.06745308</td>
<td>0.79942382</td>
</tr>
<tr>
<td>100</td>
<td>4.67</td>
<td>0.06745308</td>
<td>0.79942382</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Asset Name:</th>
<th>SECURITY 1</th>
<th>SECURITY 2</th>
<th>SECURITY 3</th>
<th>SECURITY 4</th>
<th>SECURITY 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allocation:</td>
<td>0.174000000</td>
<td>0.171999970</td>
<td>0.273000000</td>
<td>0.081000030</td>
<td>0.300000000</td>
</tr>
<tr>
<td>Portfolio Return (%):</td>
<td>14.82511990</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Portfolio Risk:</td>
<td>0.79942382</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Return-Risk Ratio:</td>
<td>18.54475636</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Remarks on Example 1.** Luenberger initially solves this problem by quadratic programming, i.e. using MP3a, the minimum variance version of the MV problem; he then generates a second efficient portfolio using the two-fund theorem [39, p.163]. As can be seen above, both GENO models generate sequences that converge, but to two different portfolios; the four portfolios are analysed and compared in Table 9 of §8.

---

12 The Portfolio “Loss” is here defined as the reciprocal of the total portfolio return. This is so that the origin of the outcome space becomes the ‘ideal point’ which is required in the compromise solution scheme (see §6). This is permissible when portfolio return are non-negative (as is the case for all the examples in this paper); but for a more general approach, see ‘The generalized Loss Transform’ presented in [61].
Example 2: A single-period MV optimization problem

**MP9:**

\[
\begin{align*}
\text{Opt} & \quad \{ g(\mathbf{u}), h(\mathbf{u}) \} \\
\text{Subject to: } & \quad x_{k+1} = x_k - u_k \\
& \quad x_1 = 1 \\
& \quad x_{n+1} = 0 \\
& \quad \sum_{k=1}^n u_k = 1 \\
& \quad u_k \in [0, 1] \\
& \quad k \in \{1, 2, \ldots, 8\}
\end{align*}
\]

Where:

\[ g(\mathbf{u}) = \langle \mathbf{r}, \mathbf{u} \rangle = \sum_{k=1}^n r_k u_k \] is the portfolio return;

\[ h(\mathbf{u}) = \sum_{t=1}^n \sum_{k=1}^n u_t u_k \sigma_{tk} \] is the portfolio variance.

### Tables 2A: Expected Returns and Standard Deviations (%)[43]

<table>
<thead>
<tr>
<th>Asset Class</th>
<th>Euro Bonds</th>
<th>US Bonds</th>
<th>Canada</th>
<th>France</th>
<th>Germany</th>
<th>Japan</th>
<th>UK</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Return</td>
<td>3.2</td>
<td>3.0</td>
<td>4.6</td>
<td>10.5</td>
<td>6.4</td>
<td>10.5</td>
<td>9.5</td>
<td>8.5</td>
</tr>
<tr>
<td>Std Deviation</td>
<td>5.4</td>
<td>7.0</td>
<td>19.0</td>
<td>24.4</td>
<td>21.5</td>
<td>24.4</td>
<td>20.8</td>
<td>14.9</td>
</tr>
</tbody>
</table>

### Tables 2B: Correlation Matrix[43]

<table>
<thead>
<tr>
<th>Correlation</th>
<th>Euro Bonds</th>
<th>US Bonds</th>
<th>Canada</th>
<th>France</th>
<th>Germany</th>
<th>Japan</th>
<th>UK</th>
<th>US</th>
</tr>
</thead>
<tbody>
<tr>
<td>Euro Bonds</td>
<td>1.00</td>
<td>0.92</td>
<td>0.33</td>
<td>0.26</td>
<td>0.28</td>
<td>0.16</td>
<td>0.29</td>
<td>0.42</td>
</tr>
<tr>
<td>US Bonds</td>
<td>0.92</td>
<td>1.00</td>
<td>0.26</td>
<td>0.22</td>
<td>0.27</td>
<td>0.14</td>
<td>0.25</td>
<td>0.36</td>
</tr>
<tr>
<td>Canada</td>
<td>0.33</td>
<td>0.26</td>
<td>1.00</td>
<td>0.41</td>
<td>0.30</td>
<td>0.25</td>
<td>0.58</td>
<td>0.71</td>
</tr>
<tr>
<td>France</td>
<td>0.26</td>
<td>0.22</td>
<td>0.41</td>
<td>1.00</td>
<td>0.62</td>
<td>0.42</td>
<td>0.54</td>
<td>0.44</td>
</tr>
<tr>
<td>Germany</td>
<td>0.28</td>
<td>0.27</td>
<td>0.30</td>
<td>0.62</td>
<td>1.00</td>
<td>0.35</td>
<td>0.48</td>
<td>0.34</td>
</tr>
<tr>
<td>Japan</td>
<td>0.16</td>
<td>0.14</td>
<td>0.25</td>
<td>0.42</td>
<td>0.35</td>
<td>1.00</td>
<td>0.40</td>
<td>0.22</td>
</tr>
<tr>
<td>UK</td>
<td>0.29</td>
<td>0.25</td>
<td>0.58</td>
<td>0.54</td>
<td>0.48</td>
<td>0.40</td>
<td>1.00</td>
<td>0.56</td>
</tr>
<tr>
<td>US</td>
<td>0.42</td>
<td>0.36</td>
<td>0.71</td>
<td>0.44</td>
<td>0.34</td>
<td>0.22</td>
<td>0.56</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Notes on Example 2. Michaud, et al. [43] use this example to assess their ‘re-sampled efficiency’ method of portfolio optimization against the Black-Letterman model; in Table 2C below, the GENO results are appended to those in [43] for a three-way comparison; further comments may be found under Table 6 in §8.
**GENO Output**

<table>
<thead>
<tr>
<th>Generation Number</th>
<th>Time (sec)</th>
<th>Portfolio “Loss”</th>
<th>Portfolio Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00</td>
<td>0.15815278</td>
<td>0.11624262</td>
</tr>
<tr>
<td>10</td>
<td>9.83</td>
<td>0.12826464</td>
<td>0.11276678</td>
</tr>
<tr>
<td>20</td>
<td>9.95</td>
<td>0.12826551</td>
<td>0.11276579</td>
</tr>
<tr>
<td>30</td>
<td>9.86</td>
<td>0.12826551</td>
<td>0.11276579</td>
</tr>
<tr>
<td>40</td>
<td>9.72</td>
<td>0.12826551</td>
<td>0.11276579</td>
</tr>
<tr>
<td>50</td>
<td>9.72</td>
<td>0.12826551</td>
<td>0.11276579</td>
</tr>
<tr>
<td>60</td>
<td>9.73</td>
<td>0.12826551</td>
<td>0.11276579</td>
</tr>
<tr>
<td>70</td>
<td>9.64</td>
<td>0.12826551</td>
<td>0.11276579</td>
</tr>
<tr>
<td>80</td>
<td>10.05</td>
<td>0.12826551</td>
<td>0.11276579</td>
</tr>
<tr>
<td>90</td>
<td>10.25</td>
<td>0.12826551</td>
<td>0.11276579</td>
</tr>
<tr>
<td>100</td>
<td>9.95</td>
<td>0.12826551</td>
<td>0.11276579</td>
</tr>
</tbody>
</table>

**Asset Name:**
- Euro Bonds: 0.24238574
- US Bonds: 0.00000000
- Canada: 0.000000
- France: 0.07460059
- Germany: 0.000000
- Japan: 0.19568359
- UK: 0.04040430
- US: 0.44692578

**Portfolio Return (%):** 7.79632824
**Portfolio Risk:** 0.11276579

---

**Tables 2C: Comparative performance of portfolios: GENO versus others**

<table>
<thead>
<tr>
<th></th>
<th>Market (%)</th>
<th>Black-Litterman (%)</th>
<th>Michaud MSR (%)</th>
<th>GENO (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Euro Bonds</td>
<td>20.0</td>
<td>20.0</td>
<td>23.0</td>
<td>24.2</td>
</tr>
<tr>
<td>US Bonds</td>
<td>20.0</td>
<td>20.0</td>
<td>19.9</td>
<td>0.00</td>
</tr>
<tr>
<td>Canada</td>
<td>6.00</td>
<td>6.00</td>
<td>9.90</td>
<td>0.00</td>
</tr>
<tr>
<td>France</td>
<td>6.00</td>
<td>0.00</td>
<td>4.30</td>
<td>7.50</td>
</tr>
<tr>
<td>Germany</td>
<td>6.00</td>
<td>1.50</td>
<td>4.70</td>
<td>0.00</td>
</tr>
<tr>
<td>Japan</td>
<td>6.00</td>
<td>6.00</td>
<td>6.60</td>
<td>19.6</td>
</tr>
<tr>
<td>UK</td>
<td>6.00</td>
<td>1.50</td>
<td>5.40</td>
<td>4.00</td>
</tr>
<tr>
<td>US</td>
<td>30.0</td>
<td>45.0</td>
<td>26.2</td>
<td>27.5</td>
</tr>
<tr>
<td>Portfolio Return (%)</td>
<td>6.10</td>
<td>5.40</td>
<td>5.90</td>
<td>7.80</td>
</tr>
<tr>
<td>Portfolio Risk (%)</td>
<td>9.60</td>
<td>9.50</td>
<td>9.30</td>
<td>11.3</td>
</tr>
<tr>
<td>Return-Risk Ratio</td>
<td>0.64</td>
<td>0.57</td>
<td>0.63</td>
<td>0.69</td>
</tr>
</tbody>
</table>

**Remarks on Example 2.** In their evaluation of their re-sampling method against the Black-Litterman model, one conclusion that Michaud, Escher & Michaud draw is that

“under the same conditions, the Michaud MSR portfolio is better diversified, less benchmark centric, and less subject to large risky allocations” [Paraphrased from 43, p.12]

Admittedly, the GENO portfolio is also less diversified than the Michaud MSR. But this apparent weakness is more than compensated for by the superior return-risk ratio;\(^\text{13}\) and in any case, the GENO framework allows one to easily induce more diversity via exposure constraints as illustrated by Example 3 below.

\(^\text{13}\) Roy [56] was the first to suggest a variant of the reward-risk ratio called the ‘Safety-First Ratio’ as a measure for evaluating an investment strategy’s value; Sharpe later applied Roy’s ideas to the mean-variance framework of Markowitz and developed a metric now commonly known as the ‘Sharpe Ratio’, one of the best known performance evaluation measures in portfolio management [59]; the reward-risk ratio is equivalent to the Sharpe ratio when the benchmark return associated with the latter is zero, such as is the case when the benchmark asset is ‘Cash’ [14]; a portfolio with a relatively high reward-risk ratio awards larger returns for each additional unit of risk [19].
Example 3: A single-period MV optimization problem with exposure and round-lot constraints

**MP10:** \( \text{Opt} \left\{ g(\mathbf{u}, \pi), h(\mathbf{u}) \right\} \)

Subject to:
\[
\begin{align*}
x^j_{k} &= x^j_k + u^j_k ; & j \in \{1, 2, 3, 4\} ; & k \in \{0\} \\
\sum_{j=1}^{n} u^j_k &= 1 ; & j \in \{1, 2, 3, 4\} ; & k \in \{0\} \\
u^j_k &\in [0, 1] ; & j \in \{1, 2, 3, 4\} ; & k \in \{0\} \\
u^j_k &\in [0, 1] \cap \{u^j_k : u^j_k = 0.13n, n \in \mathbb{Z}\} ; & j \in \{3\} ; & k \in \{0\} \\
x_n &= 0 ; \\
T &= 1; \\
n &= 4.
\end{align*}
\]

Where:
\[
g(\mathbf{u}, \pi) = \text{tr} \left[ \pi^T \mathbf{u} \right] \] is the portfolio return;

\[
h(\mathbf{u}) = \sum_{i=1}^{n} \sum_{j=1}^{n} c^i_{jk} u^j_k u^i_k \] is the portfolio variance.

**Tables 3A:** Expected Returns and Standard Deviations [19]

<table>
<thead>
<tr>
<th>Asset Class</th>
<th>US Bonds</th>
<th>US Large-caps Equity</th>
<th>US Small-caps Equity</th>
<th>EAFE International Equity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Rate of Return (%)</td>
<td>6.4</td>
<td>10.8</td>
<td>11.9</td>
<td>11.5</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>4.7</td>
<td>14.9</td>
<td>19.6</td>
<td>17.2</td>
</tr>
</tbody>
</table>

**Tables 3B:** Correlation Matrix [19]

<table>
<thead>
<tr>
<th>Correlation Coefficients</th>
<th>US Bonds</th>
<th>US Large-caps Equity</th>
<th>US Small-caps Equity</th>
<th>EAFE International Equity</th>
</tr>
</thead>
<tbody>
<tr>
<td>US Bonds</td>
<td>1.00</td>
<td>0.32</td>
<td>0.06</td>
<td>0.17</td>
</tr>
<tr>
<td>US Large-caps Equity</td>
<td>0.32</td>
<td>1.00</td>
<td>0.76</td>
<td>0.44</td>
</tr>
<tr>
<td>US Small-caps Equity</td>
<td>0.06</td>
<td>0.76</td>
<td>1.00</td>
<td>0.38</td>
</tr>
<tr>
<td>EAFE International Equity</td>
<td>0.17</td>
<td>0.44</td>
<td>0.38</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Notes on Example 3. This example is a single-period implementation of the ‘parallel-decisions’ model that serves to illustrate, *inter alia*, the ease with which one may implement ‘exposure’ and ‘round-lot’ constraints in the GENO framework. Exposure constraints typically places a subjective upper limit on the investment proportion allocated to specific assets, and round-lot constraints are attempts to comply with discreteness requirements for investments in certain assets. In this particular case, there is an upper bound or exposure constraint on one asset denoted by \( u^1 \) and a round-lot constraint on a second asset denoted by \( u^3 \). The first constraint is implemented via data supplied to GENO (see Table 3C & 3D), whereas the second is implemented by a combination of an explicit discrete set-constraint (constraint #4 in MP10) as well as in the data supplied.
GENO Output

<table>
<thead>
<tr>
<th>Generation Number</th>
<th>Time (sec)</th>
<th>Portfolio “Loss”</th>
<th>Portfolio Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00</td>
<td>0.10251679</td>
<td>10.46461509</td>
</tr>
<tr>
<td>10</td>
<td>8.86</td>
<td>0.10196217</td>
<td>10.06380700</td>
</tr>
<tr>
<td>20</td>
<td>9.12</td>
<td>0.10196221</td>
<td>10.06380700</td>
</tr>
<tr>
<td>30</td>
<td>8.98</td>
<td>0.10196221</td>
<td>10.06380700</td>
</tr>
<tr>
<td>40</td>
<td>8.85</td>
<td>0.10196221</td>
<td>10.06380700</td>
</tr>
<tr>
<td>50</td>
<td>9.03</td>
<td>0.10196221</td>
<td>10.06380700</td>
</tr>
<tr>
<td>60</td>
<td>9.02</td>
<td>0.10196221</td>
<td>10.06380700</td>
</tr>
<tr>
<td>70</td>
<td>8.92</td>
<td>0.10196221</td>
<td>10.06380700</td>
</tr>
<tr>
<td>80</td>
<td>9.00</td>
<td>0.10196221</td>
<td>10.06380700</td>
</tr>
<tr>
<td>90</td>
<td>9.06</td>
<td>0.10196221</td>
<td>10.06380700</td>
</tr>
<tr>
<td>100</td>
<td>8.75</td>
<td>0.10196221</td>
<td>10.06380700</td>
</tr>
</tbody>
</table>

Asset Class:  
- US Bonds  
- US Large-caps Equity  
- US Small-caps Equity  
- EAFE International Equity

Investment Allocation:  
- US Bonds: 0.300000  
- US Large-caps Equity: 0.30634937  
- US Small-caps Equity: 0.130000  
- EAFE International Equity: 0.26365063

Portfolio Return: 9.8075561

Portfolio Risk: 10.06380700

Table 3C: GENO Input Data Matrix for the MV optimization problem with ‘exposure’ and ‘round-lot’ constraints

<table>
<thead>
<tr>
<th>VARIABLE NAME</th>
<th>X1</th>
<th>X2</th>
<th>X3</th>
<th>X4</th>
</tr>
</thead>
<tbody>
<tr>
<td>UCB</td>
<td>0.3</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>LCB</td>
<td>1e-6</td>
<td>1e-6</td>
<td>1e-6</td>
<td>1e-6</td>
</tr>
<tr>
<td>USB</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>LSB</td>
<td>1e-6</td>
<td>1e-6</td>
<td>1e-6</td>
<td>1e-6</td>
</tr>
<tr>
<td>Initial State Vector</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Final State Vector</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Discrete Values</td>
<td>0</td>
<td>0</td>
<td>0.13</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 3D: Legend to the input data for the MV optimization problem with exposure and round-lot constraints

- Control variables (u):  
  - UCB — Upper Control Bound;  
  - LCB — Lower Control Bound;

- State variables (x):  
  - USB — Upper State Bound;  
  - LSB — Lower State Bound

- The entries ‘UCB = 0.3’ and ‘Discrete Values = 0.13’ implement the following constraints respectively:
  - a) Exposure: Funds allocated to US Bonds (variable x1) should not exceed 30% of the total fund;
  - b) Round-lot: Investment in US Small-Caps Equity (variable x3) should be in integer multiples of 0.13, say.14

Remarks on Example 3. This example shows how one may easily deal with important practical matters (such as the German 5-10-40 rule mentioned in §2) using GENO; the framework actually accommodates even more complex real-world scenarios that one may formulate, e.g. via disjunctive programming (see §5).

14 Such a discrete investment proportion would have been derived as follows: let p and n denote the current market price and the round-lot quantity respectively for the asset in question. Then c = np is the cost in currency units of one round-lot, and based on a total investment budget b, the discrete round-lot investment quantity on a per-unit-of-investment basis is simply c/b.
Example 4: A single-period MV optimization problem: The robust approach

**MP11:**

\[
\text{Opt} \left\{ m_g(u), w_g(u), m_h(u), w_h(u) \right\}
\]

Subject to:

\[x_{k+1} = x_k + u_k\]
\[\sum_{j=1}^{n} u_k^j = 1\]
\[u_k^j \in [0, 1]\]
\[x_0 = 0\]
\[j \in \{1, 2, ..., 5\}\]
\[k \in \{0\}\]

Where:

\[m_g(u) = 0.5(g_L(u) + g_R(u))\]
\[w_g(u) = 0.5(g_R(u) - g_L(u))\]
\[m_h(u) = 0.5(h_L(u) + h_R(u))\]
\[w_h(u) = 0.5(h_R(u) - h_L(u))\]

**Tables 4A: Expected Returns (%) [69]**

<table>
<thead>
<tr>
<th>Asset Name 15</th>
<th>R1000 Growth</th>
<th>R1000 Value</th>
<th>R2000 Growth</th>
<th>R2000 Value</th>
<th>LBGC Bond</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Return (%)</td>
<td>15.1</td>
<td>12.5</td>
<td>14.7</td>
<td>9.02</td>
<td>17.68</td>
</tr>
</tbody>
</table>

**Tables 4B: Covariance Matrix [69]**

<table>
<thead>
<tr>
<th>Covariance Matrix</th>
<th>R1000 Growth</th>
<th>R1000 Value</th>
<th>R2000 Growth</th>
<th>R2000 Value</th>
<th>LBGC Bond</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1000 Growth</td>
<td>2.8891</td>
<td>1.8417</td>
<td>3.2870</td>
<td>1.9204</td>
<td>0.1346</td>
</tr>
<tr>
<td>R1000 Value</td>
<td>1.8417</td>
<td>1.7427</td>
<td>2.3161</td>
<td>1.6879</td>
<td>0.1441</td>
</tr>
<tr>
<td>R2000 Growth</td>
<td>3.2870</td>
<td>2.3161</td>
<td>5.1551</td>
<td>3.0847</td>
<td>0.0859</td>
</tr>
<tr>
<td>R2000 Value</td>
<td>1.9204</td>
<td>1.6879</td>
<td>3.0847</td>
<td>2.4182</td>
<td>0.1158</td>
</tr>
<tr>
<td>LBGC Bond</td>
<td>0.1346</td>
<td>0.1441</td>
<td>0.0859</td>
<td>0.1158</td>
<td>0.1848</td>
</tr>
</tbody>
</table>

**Notes on Example 4.** This example affords an assessment of the robust optimization model presented in §5 using data prepared by Tütüncü & Koenig [69, p.13]. But instead of solving it directly as a multi-objective problem, an ad hoc adaptation of the composite-metric method for solving nonlinear equation systems that is described in [62] was used for the sake of efficiency. A non-robust model was also run assuming nominal values for the expected return and the covariance matrix for comparison—both results are depicted below.

# GENO Output [Robust Model—Solution by Method EDR]

<table>
<thead>
<tr>
<th>Generation Number</th>
<th>Time (sec)</th>
<th>$d_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00</td>
<td>5.52383467</td>
</tr>
<tr>
<td>50</td>
<td>14.87</td>
<td>5.02237228</td>
</tr>
<tr>
<td>100</td>
<td>14.79</td>
<td>5.02237228</td>
</tr>
<tr>
<td>150</td>
<td>14.85</td>
<td>5.02237228</td>
</tr>
<tr>
<td>200</td>
<td>14.84</td>
<td>5.02237228</td>
</tr>
<tr>
<td>250</td>
<td>14.80</td>
<td>5.02237227</td>
</tr>
<tr>
<td>300</td>
<td>14.77</td>
<td>5.02237226</td>
</tr>
<tr>
<td>350</td>
<td>14.85</td>
<td>5.02237223</td>
</tr>
<tr>
<td>400</td>
<td>14.90</td>
<td>5.02237223</td>
</tr>
<tr>
<td>450</td>
<td>14.90</td>
<td>5.02237223</td>
</tr>
<tr>
<td>500</td>
<td>14.90</td>
<td>5.02237223</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Asset Class:</th>
<th>R1000 Growth</th>
<th>R1000 Value</th>
<th>R2000 Growth</th>
<th>R2000 Value</th>
<th>LBGC Bond</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allocation:</td>
<td>0.03958380</td>
<td>0.21741805</td>
<td>0.00000000</td>
<td>0.14103438</td>
<td>0.60196377</td>
</tr>
<tr>
<td>Portfolio Return:</td>
<td>0.894049342</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Portfolio Risk:</td>
<td>0.649930001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Return-Risk Ratio:</td>
<td>1.375589609</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

# GENO Output [Non-Robust Model]

<table>
<thead>
<tr>
<th>Generation Number</th>
<th>Time (sec)</th>
<th>Portfolio “Loss”</th>
<th>Portfolio Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00</td>
<td>1.05423779</td>
<td>0.95834628</td>
</tr>
<tr>
<td>50</td>
<td>56.33</td>
<td>1.02718220</td>
<td>1.00101421</td>
</tr>
<tr>
<td>100</td>
<td>56.44</td>
<td>1.02717774</td>
<td>1.00100874</td>
</tr>
<tr>
<td>150</td>
<td>55.97</td>
<td>1.02717727</td>
<td>1.00100833</td>
</tr>
<tr>
<td>200</td>
<td>56.30</td>
<td>1.02717690</td>
<td>1.00100788</td>
</tr>
<tr>
<td>250</td>
<td>56.74</td>
<td>1.02717690</td>
<td>1.00100788</td>
</tr>
<tr>
<td>300</td>
<td>55.65</td>
<td>1.02717689</td>
<td>1.00100786</td>
</tr>
<tr>
<td>350</td>
<td>56.67</td>
<td>1.02717689</td>
<td>1.00100786</td>
</tr>
<tr>
<td>400</td>
<td>56.94</td>
<td>1.02717689</td>
<td>1.00100786</td>
</tr>
<tr>
<td>450</td>
<td>56.80</td>
<td>1.02716565</td>
<td>1.00099425</td>
</tr>
<tr>
<td>500</td>
<td>55.99</td>
<td>1.02716250</td>
<td>1.00099070</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Asset Class:</th>
<th>R1000 Growth</th>
<th>R1000 Value</th>
<th>R2000 Growth</th>
<th>R2000 Value</th>
<th>LBGC Bond</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allocation:</td>
<td>0.170000000</td>
<td>0.461193750</td>
<td>0.017943750</td>
<td>0.050862500</td>
<td>0.30000000</td>
</tr>
<tr>
<td>Portfolio Return:</td>
<td>0.973555790</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Portfolio Risk:</td>
<td>1.000990695</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Return-Risk Ratio:</td>
<td>0.972592247</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Remarks on Example 4.** As can be seen above, the robust model generates a portfolio with much lower risk, but at the expense of lower returns; surprisingly, the robust portfolio is also less diversified than the non-robust version albeit marginally. But then again, this apparent “weakness” is more than compensated for by the significantly superior return-risk ratio, and in any case, the GENO framework allows one to easily induce more diversity via exposure constraints as illustrated by Example 3 above.
8 Discussion

Preamble. There currently exists various means for evaluating portfolios, but most of the methods stem from an idea first suggested by Roy as a reasonable measure of an investment strategy’s value, namely the ‘Safety-First ratio’ [56]. William Sharpe [59] applied Roy’s ideas to the mean-variance framework of Markowitz and developed one of the best known performance evaluation measures in portfolio management now commonly known as the ‘Sharpe ratio’. But this paper takes a different approach that is rooted in the notion that the asset allocation problem is fundamentally a multi-objective problem. The performance measure adopted is called the ‘compromise metric’ and it has already been explained in §6—it is simply the distance, in outcome space, from the solution point to the ‘ideal outcome’, the latter being that “win-win” situation in which each facet of the multi-objective allocation problem is optimized to its fullest extent within the operational constraints. In reading the tables of results to follow therefore, the compromise metric should be viewed as the primary criterion and all others as secondary; a portfolio with a lower value for the compromise metric should be preferred over that with a higher value; and quiet often (but not necessarily always) this ranking is replicated in the return-risk ratios (which are related to Sharpe ratios; see footnote 13). Although the compromise metric seemingly lacks economic justification in the vein of the Sharpe ratio or its derivatives, it has substantive advantages over the latter: it is independent of the probability distribution of the asset returns; and its implicit assumption of rationality on the part of the model-user is consistent with choice theory.17 Finally note that if a solution point is optimal in the compromise metric sense, then such a point necessarily lies on the Pareto frontier [72], and the said frontier is a realization of a well established multi-objective optimality concept called ‘Pareto-dominance’ that in fact subsumes the ‘E-V rule’ of Markowitz.

On Example 1. Results for this example are summarised in Table 5; portfolios generated by GENO are prefixed by the letter ‘G’—the first set is by the ‘sequential-decisions’ model MP4; the second by the ‘parallel-decisions’ model MP5.

Table 5: A Comparative Analysis for Example 1

<table>
<thead>
<tr>
<th>Security</th>
<th>G-PORTFOLIO 1</th>
<th>G-PORTFOLIO 2</th>
<th>L-PORTFOLIO 1</th>
<th>L-PORTFOLIO 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Security 1</td>
<td>0.088790530</td>
<td>0.174000000</td>
<td>0.088000000</td>
<td>0.158000000</td>
</tr>
<tr>
<td>Security 2</td>
<td>0.250125980</td>
<td>0.171999970</td>
<td>0.251000000</td>
<td>0.155000000</td>
</tr>
<tr>
<td>Security 3</td>
<td>0.282629390</td>
<td>0.273000000</td>
<td>0.282000000</td>
<td>0.314000000</td>
</tr>
<tr>
<td>Security 4</td>
<td>0.103244630</td>
<td>0.081000030</td>
<td>0.104000000</td>
<td>0.038000000</td>
</tr>
<tr>
<td>Security 5</td>
<td>0.275209470</td>
<td>0.300000000</td>
<td>0.275000000</td>
<td>0.334000000</td>
</tr>
<tr>
<td>PORTFOLIO RETURN (%)</td>
<td>14.41893378</td>
<td>14.82511990</td>
<td>14.41178000</td>
<td>15.18698000</td>
</tr>
<tr>
<td>PORTFOLIO RISK</td>
<td>0.79053228</td>
<td>0.79942382</td>
<td>0.79053140</td>
<td>0.81108510</td>
</tr>
<tr>
<td>REWARD-RISK RATIO</td>
<td>18.23952574</td>
<td>18.54475636</td>
<td>18.23049660</td>
<td>18.72427443</td>
</tr>
<tr>
<td>COMPROMISE METRIC</td>
<td>0.79356862</td>
<td>0.80226452</td>
<td>0.79357076</td>
<td>0.81375348</td>
</tr>
</tbody>
</table>

See e.g. [5, 21] for comprehensive accounts on existing methods of evaluating portfolios.

Recall that the logic underlying the compromise solution concept is that: (i) if it were achievable, the ideal outcome would constitute the optimal solution to a multi-objective optimization problem; (ii) but since this is usually not the case, it is reasonable to posit that a rational decision-maker would accept a compromise “downwards” from the ideal to a less-than-ideal outcome as being the best that can be done under the circumstances provided the degree of the said “downward compromise” is minimal.
Remarks. These portfolios yield comparable performances. But according to the evaluation criterion adopted in this study, it is clear that G-PORFOLIO 1 (which has the lowest compromise metric value at 0.79356862) is the best option. And in this instance, this rank is not reflected by the reward-risk ratios and so one would be committing an error if one were to rely on the Sharpe ratio as a measure of portfolio performance. Note also that portfolio G-PORFOLIO 1 is only marginally poorer in terms of variance, than portfolio L-PORFOLIO 1 that was computed by Luenberger [39] by explicitly minimizing the risk function.

On Example 2. Part of the results for this example that were presented earlier in Table 2C are repeated below for convenience; portfolios generated by GENO are prefixed by the letter ‘G’—the first set is by the ‘sequential-decisions’ model MP4; the second by the ‘parallel-decisions’ model MP5.

Table 6: A Comparative Analysis for Example 2

<table>
<thead>
<tr>
<th></th>
<th>G-PORFOLIO 1</th>
<th>G-PORFOLIO 2</th>
<th>MARKET PORTFOLIO</th>
<th>BLACK-LITTERMAN</th>
<th>MICHAUD MRS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Euro Bonds</td>
<td>0.24238574</td>
<td>0.5475000</td>
<td>0.2000000</td>
<td>0.2000000</td>
<td>0.2300000</td>
</tr>
<tr>
<td>US Bonds</td>
<td>0.00000000</td>
<td>0.0790000</td>
<td>0.2000000</td>
<td>0.2000000</td>
<td>0.1990000</td>
</tr>
<tr>
<td>Canada</td>
<td>0.00000000</td>
<td>0.0190000</td>
<td>0.0600000</td>
<td>0.0600000</td>
<td>0.0990000</td>
</tr>
<tr>
<td>France</td>
<td>0.07460059</td>
<td>0.3210000</td>
<td>0.0600000</td>
<td>0.0000000</td>
<td>0.0430000</td>
</tr>
<tr>
<td>Germany</td>
<td>0.00000000</td>
<td>0.0272500</td>
<td>0.0600000</td>
<td>0.0150000</td>
<td>0.0470000</td>
</tr>
<tr>
<td>Japan</td>
<td>0.19568359</td>
<td>0.0053000</td>
<td>0.0600000</td>
<td>0.0600000</td>
<td>0.0660000</td>
</tr>
<tr>
<td>UK</td>
<td>0.04040430</td>
<td>0.0009500</td>
<td>0.0600000</td>
<td>0.0150000</td>
<td>0.0540000</td>
</tr>
<tr>
<td>US</td>
<td>0.44692578</td>
<td>0.0000000</td>
<td>0.3000000</td>
<td>0.4500000</td>
<td>0.2620000</td>
</tr>
<tr>
<td>PORTFOLIO RETURN (%)</td>
<td>7.79632824</td>
<td>5.6859750</td>
<td>6.2800000</td>
<td>6.2095000</td>
<td>5.9737000</td>
</tr>
<tr>
<td>REWARD-RISK RATIO</td>
<td>0.69137353</td>
<td>0.5708121</td>
<td>0.6535329</td>
<td>0.6467778</td>
<td>0.6413534</td>
</tr>
<tr>
<td>COMPROMISE METRIC</td>
<td>0.17078690</td>
<td>0.2021220</td>
<td>0.1859836</td>
<td>0.1874895</td>
<td>0.1915682</td>
</tr>
</tbody>
</table>

Remarks. The “Market Portfolio” which is required for the efficient re-sampling technique and the Black-Litterman model is arbitrarily defined by Michaud, Esch & Michaud [43] as comprising a

“60/40 asset mix of domestic and international stocks and bonds with equal weights for the bond indices, equal weights for US versus non-US equity indices and equal weights for non-US indices” [ paraphrased from p.9]

Once again, a portfolio by GENO, namely G-PORFOLIO 1, is the best option according to the compromise metric, and this time, the reward-risk ratio confirms this rank. Michaud, Esch & Michaud consider their portfolio to be superior because it is relatively more diversified than the Black-Litterman portfolio, and that assessment applies to the GENO portfolio as well. But the question of what constitutes an ‘optimally diversified’ portfolio is far from settled [11, 63]; besides, this apparent “weakness” in the GENO method is more than compensated for by the superior return-risk ratio; and in any case, the GENO framework allows one to easily induce more diversity via exposure constraints as shown by Example 3 above. Note also that (i) G-PORFOLIO 1 is independent of the “Market Portfolio”; (ii) G-PORFOLIO 2 is almost has similarly diversified as the Michaud MRS, but it is sub-optimal, at least as far as the compromise metric and the reward-risk ratio are concerned.
On Example 3. The primary purpose of this example was to illustrate how one would implement ‘exposure’ and ‘round-lot’ constraints in the GENO framework. This has been sufficiently dealt with in §5 above; the analysis and comments in this section pertain to the optimality of the GENO solution itself, i.e. we seek to establish whether GENO actually computes efficient portfolios.

It has already been pointed out that if a solution point is optimal in the compromise metric sense, then such a solution point necessarily lies on the Pareto frontier [72], and that Pareto-efficiency subsumes the ‘E-V rule’. And so in order to prove whether a given portfolio is efficient, one only needs to show that the return-risk outcome said portfolio entails is indeed closest to the ideal. To that end, one approach is to generate other portfolios “near-by” and simply measure and compare the corresponding distances to the ideal outcome.

The table below presents a simple “perturbation analysis” that was performed using a spreadsheet program. The original solution is labelled G-PORTFOLIO, and PORTFOLIOS 1–4 are minor variants of it which were derived by slightly altering the allocation for each asset in turn, and then adjusting the remaining allocations accordingly so as to ensure that the new portfolio is feasible, and that its outcome remains on the same Pareto frontier.

Table 7: A Perturbation Analysis of the GENO solution to Example 3

<table>
<thead>
<tr>
<th></th>
<th>G-PORTFOLIO</th>
<th>PORTFOLIO 1</th>
<th>PORTFOLIO 2</th>
<th>PORTFOLIO 3</th>
<th>PORTFOLIO 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>US Bonds</td>
<td>0.3000000</td>
<td>0.2500000</td>
<td>0.3000000</td>
<td>0.3000000</td>
<td>0.3000000</td>
</tr>
<tr>
<td>US Large-caps Equity</td>
<td>0.3063520</td>
<td>0.3063138</td>
<td>0.0063100</td>
<td>0.1763100</td>
<td>0.1063100</td>
</tr>
<tr>
<td>US Small-caps Equity</td>
<td>0.1300000</td>
<td>0.1300000</td>
<td>0.1300000</td>
<td>0.2600000</td>
<td>0.1300000</td>
</tr>
<tr>
<td>EAFE International Equity</td>
<td>0.2636480</td>
<td>0.3136862</td>
<td>0.5636900</td>
<td>0.2636900</td>
<td>0.4636900</td>
</tr>
<tr>
<td>PORTFOLIO RISK (%)</td>
<td>10.0638070</td>
<td>10.6562468</td>
<td>11.2958708</td>
<td>10.4515806</td>
<td>10.6291140</td>
</tr>
<tr>
<td>REWARD-RISK RATIO</td>
<td>9.9745991</td>
<td>9.9442893</td>
<td>8.886358</td>
<td>0.9520649</td>
<td>0.9358807</td>
</tr>
<tr>
<td>COMPROMISE METRIC</td>
<td>10.0638070</td>
<td>10.6562468</td>
<td>11.2963119</td>
<td>10.4506380</td>
<td>10.6291140</td>
</tr>
</tbody>
</table>

Remarks. As can be seen from the row headed ‘Compromise Metric’, the G-PORTFOLIO is indeed closest to the ideal point in outcome space and it is therefore Pareto-efficient. Note that although the analysis was limited to a few points in a small neighbourhood of the original solution, it would be safe to assume that the G-PORTFOLIO is the unique minimum-distance-point to the ideal outcome. This follows because Pareto frontiers are normally “convex to the left” [39, p.156], and as such, they are tangential at only one point to a zero-centred circle in outcome space. And in this case the G-PORTFOLIO is also optimal in another sense—it has the highest reward-risk ratio as compared to all the “near-by” portfolios with outcome points on the same Pareto frontier.

18 The test for checking whether the newly generated portfolio were Pareto-efficient is based on the parametric representation of Pareto frontiers, viz.:

\[ PF = \lambda g(u) + (1 - \lambda)h(u) \]

The requirement, in terms of variations, is that \( \delta PF = 0 \); thus, the test comprised checking the truth value of the following statement

\[ \exists \lambda \in (0,1) : \lambda \delta g(u) + (1 - \lambda) \delta h(u) = 0 \]

An alternative method for generating efficient portfolios that are “near-by” would be to use the two-fund theorem which asserts that

“Two efficient funds (portfolios) can be established so that any efficient portfolio can be duplicated, in terms of mean and variance, as a combination of these two; all investors seeking efficient portfolios need only invest in these two funds” [39, p.163]

This is the method by which Luenberger [39, p.164] generated the second portfolio labelled L-PORTFOLIO 2 in Example 1 above.
On Example 4. This example was primarily meant to evaluate the robust model presented in §5; a secondary purpose was to assess the relative merits of two other methods of computing portfolios—the said methods are adaptations of the ‘NCP’ (code: ECR) and ‘Composite-metric’ (code: EDR) methods for solving nonlinear equation systems that are explained in detail in [62].

Table 8A and 8B are similar to those presented earlier and their contents should be self-explanatory; Table 8C on the other hand is unique—it depicts variations in portfolio evaluators shown in the header row as a result of perturbations in the input data; it is an “opportunity cost” analysis performed via a spread-sheet program assuming the optimal portfolios generated by each method; each element of the expected returns vector was in turn assigned its 2.5 and 97.5 percentile value and the portfolio evaluators re-calculated; the figures reported are the net difference in evaluator values from their nominal values expressed as percentages of the later—a positive number indicate an increase. Note that this is not an evaluation of the robust model vis-à-vis the stability issues mentioned in §2; rather, the aim is to simulate and examine the “opportunity costs” of holding a supposedly optimal portfolio, based as it is on a particular forecast of asset returns and their correlation, when the said forecast does not actually pan out as expected, which is usually the case in practice.

**Table 8A: A Comparison of solutions [Non-Robust vs. Robust Portfolios]**

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>Portfolio Return</th>
<th>Portfolio Risk</th>
<th>Compromise Metric</th>
<th>Return-Risk Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Robust MV Model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PORTFOLIO 1 [MO]</td>
<td>0.973555790</td>
<td>1.000990695</td>
<td>1.43240278</td>
<td>0.972592247</td>
</tr>
<tr>
<td>PORTFOLIO 2 [ECR]</td>
<td>0.819166675</td>
<td>0.476734565</td>
<td>1.310539282</td>
<td>1.718286724</td>
</tr>
<tr>
<td>PORTFOLIO 3 [EDR]</td>
<td>0.819167188</td>
<td>0.476735330</td>
<td>1.310538848</td>
<td>1.718285044</td>
</tr>
<tr>
<td>Robust MV Model</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PORTFOLIO 4 [MO]</td>
<td>0.885258010</td>
<td>0.692700272</td>
<td>1.325089378</td>
<td>1.277981322</td>
</tr>
<tr>
<td>PORTFOLIO 5 [ECR]</td>
<td>0.894048993</td>
<td>0.649380707</td>
<td>1.293629491</td>
<td>1.375591052</td>
</tr>
<tr>
<td>PORTFOLIO 6 [EDR]</td>
<td>0.894049342</td>
<td>0.64939005</td>
<td>1.293629584</td>
<td>1.375589609</td>
</tr>
</tbody>
</table>

**Table 8B: Composition of Portfolios [Non-Robust vs. Robust Portfolios]**

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>Non-Robust MV Model</th>
<th>Robust MV Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1000 Growth</td>
<td>0.170000000</td>
<td>0.017943750</td>
</tr>
<tr>
<td>R1000 Value</td>
<td>0.461193750</td>
<td>0.017943750</td>
</tr>
<tr>
<td>R2000 Growth</td>
<td>0.017943750</td>
<td>0.017943750</td>
</tr>
<tr>
<td>R2000 Value</td>
<td>0.050862500</td>
<td>0.017943750</td>
</tr>
<tr>
<td>LBGC Bond</td>
<td>0.300000000</td>
<td>0.017943750</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Portfolio</th>
<th>Non-Robust MV Model</th>
<th>Robust MV Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>PORTFOLIO RETURN</td>
<td>0.973555790</td>
<td>0.973555790</td>
</tr>
<tr>
<td>PORTFOLIO RISK</td>
<td>1.000990695</td>
<td>1.000990695</td>
</tr>
<tr>
<td>REWARD-RISK RATIO</td>
<td>0.972592247</td>
<td>0.972592247</td>
</tr>
<tr>
<td>COMPROMISE METRIC</td>
<td>1.43240278</td>
<td>1.43240278</td>
</tr>
</tbody>
</table>
Table 8C: Net Percentage Changes in Portfolio Evaluators

<table>
<thead>
<tr>
<th></th>
<th>Portfolio Return (%)</th>
<th>Compromise Metric (%)</th>
<th>Return-Risk Ratio (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-Robust Model</td>
<td>PORTFOLIO 1 [MO]</td>
<td>-0.1337002</td>
<td>0.9516442</td>
</tr>
<tr>
<td></td>
<td>PORTFOLIO 2 [ECR]</td>
<td>-0.1087518</td>
<td>1.0951092</td>
</tr>
<tr>
<td></td>
<td>PORTFOLIO 3 [EDR]</td>
<td>-0.1087524</td>
<td>1.0951084</td>
</tr>
<tr>
<td>Robust/MV Model</td>
<td>PORTFOLIO 4 [MO]</td>
<td>-0.1643917</td>
<td>0.8114607</td>
</tr>
<tr>
<td></td>
<td>PORTFOLIO 5 [ECR]</td>
<td>-0.1386964</td>
<td>0.8160602</td>
</tr>
<tr>
<td></td>
<td>PORTFOLIO 6 [EDR]</td>
<td>-0.1386967</td>
<td>0.8160608</td>
</tr>
</tbody>
</table>

Remarks. Admittedly, the analysis is limited in that only a few perturbations are considered, and all within the assets returns data (although, in mitigation, one may cite Chopra & Ziemba [9] who show that it is errors in estimated returns that have the most pronounced adverse effects); secondly, the perturbations are applied in isolation and never as combinations, as would most likely be the case in reality. Accordingly, the following comments should not be treated as definitive.

Table 8B indicates that, within each class of model, the ECR and EDR portfolios are less diversified than the MO portfolios that are computed as per the original multi-objective specifications in MP4 and MP5. And depending on the type of norm is used to compute the compromise metric, the diversity of a portfolio may be a significant factor of the said metric. And so in order to avoid an ‘apples-and-oranges’ type of error, comparative remarks across the Robust / Non-Robust class divide shall concern portfolios computed by the same methods, i.e. PORTFOLIO 1 vs. PORTFOLIO 4, PPORTFOLIO 2 vs. PPORTFOLIO 5 and PPORTFOLIO 3 vs. PPORTFOLIO 6.

Judging by the compromise metric, Table 8A suggests that, within either class, portfolios computed by the ECR and EDR methods are better than those by the MO methods; and across the class divide, portfolios generated by robust models are better than their non-robust counterparts. Note that if the return-risk ratio (and hence the Sharpe ratio) were the primary ‘goodness’ criterion, the intra-class ranks would be confirmed in both cases, but not across the class divide.

As regards Table 8C, a natural tendency would be to focus exclusively on the potential loss signalled by the percentage changes in portfolio returns. And ranking the portfolios on that basis, it would appear that the ECR and EDR portfolios are likely to suffer lower losses than their MO counterparts as a result of perturbations in the input data. But such a ranking would sub-optimal because the risk associated with each potential loss (as represented by the portfolio variance) is not taken into account. A better approach would be to base one’s decision on the compromise metric since this subsumes changes in both the portfolio return and portfolio risk; and in that case, Table 8C shows that, within each class, portfolios by ECR and EDR methods are likely to “cost” more than those by MO methods; and across classes, portfolios by robust models are likely to “cost” less than their non-robust counterparts following unexpected outcomes in the returns data.

In summary, one may conclude as follows: although based on a limited set of perturbation trials, the results indicate the relative superiority of the robust approach over the non-robust model; but within each class of models, apart from the fact that the two uni-objective methods (ECR and EDR) obviously take less time, there seems to be no consistent advantage in using ECR or EDR methods of computation over the original multi-objective compromise approach; the uni-objective methods tend to generate “less diverse” portfolios.
9 Summary and Conclusions

This paper has reviewed the portfolio model of Harry M. Markowitz [41], and its main aim was to present conceptual and concrete methods (in the context of an evolutionary solver called GENO) that effectively address practical issues that apparently impede its implementation in practice—a phenomenon known as the ‘Markowitz optimization enigma’ [45]. To that end, two generic models that are easily implemented were presented, namely (i) a pseudo-dynamic sequential-decisions model for single-period asset allocation; (ii) a truly dynamic parallel-decisions model that is primarily meant for multi-period asset allocation but equally applies to the single-period setting. Both models retain the multi-attribute nature of the portfolio problem: the basic criterion set comprises two measures of performance namely, the portfolio risk (for which the GENO framework allows any risk measure), and the portfolio reward or a proxy thereof; for either model, the criterion set may be augmented by extra objectives designed to address specific aspects of the ‘Markowitz optimization enigma’.

It has been shown how ad hoc constraints such as those regarding ‘exposure’, ‘cardinality’, ‘round-lots’ and ‘buy-in thresholds’, may easily be incorporated into the basic model, sometimes by merely entering the required numbers into the input data matrix supplied to GENO; but for more complex scenarios, the required constraints may be implemented using binary variables, or via Boolean variables in conjunction with logic propositions—the final problem specification in either case is a mixed-variable program for which GENO has the requisite capacity [60].

It has also been shown how uncertainty in the model parameters may be accommodated using techniques from the calculus of real intervals; a tractable multi-objective model of the portfolio problem that explicitly accounts for data uncertainty was derived and its essence (with respect to the said uncertainty) was shown to be of the mean-risk variety; the robust formulation may easily be applied to portfolio models that involve more sophisticated risk measures (such as the ICTE in equation 1) provided the uncertain model parameters in the said measures feature in functions that are monotonic with respect to the said parameters [47, §5.2].

The compromise solution was deemed most appropriate for the models presented in §3. The compromise concept defines a single-point on the Pareto-efficient frontier, and the associated algorithm is more utilitarian because it dispenses with the need to calibrate utility functions as is typical of other single-point MV solution methods—see e.g. [15]; the model-user is not even required to express any preference prior, post or during the solution process. Furthermore, unlike many multi-objective methods that “tend to become cumbersome and even useless as we increase the number of objectives” [10, p.4], the size of the problem (as measured by the dimension of the outcome space) is irrelevant because one can always resort to the more efficient ECR and EDR computational methods if need be, and so the method is well suited to extended portfolio models such as those advocated in [28, 66, 67].

Several numerical examples have been presented and evaluated on the basis of the compromise metric; the results show that not only does GENO generate efficient solutions to the portfolio optimization problem in a single run, in the majority of cases, its solutions are also optimal in a much wider sense, namely that, as compared to all other points on the Pareto frontier, they have the highest return-risk ratio—a proxy indicator for ‘value-for-money’; this is most apparent in Example 2 where, as compared to the patented efficient resampling method, the GENO portfolio is admittedly less diversified but has a far superior return-risk ratio. The robust version of the MV model is not only easy to implement, but it is also superior to its non-robust counterpart in terms of both nominal performance and the potential for avoiding “opportunity costs” due data uncertainty, at least according to the empirical analysis performed on Example 4, albeit limited.
Appendix A

The Markowitz Mean-Variance Criterion

Consider a portfolio of assets whose return on investment, \( r \), is a random variable characterized by a probability distribution with mean \( \mu \) and standard deviation \( \sigma \), and a utility function \( U \) that depends on the portfolio return \( r \) and possibly other factors. A Taylor series expansion of \( U \) around the population mean \( \mu \) is given by

\[
U(r) = \sum_{n=0}^{\infty} \frac{(r-\mu)^n}{n!} \cdot \frac{\partial^n U(r)}{\partial r^n} \bigg|_{r=\mu} \tag{A1}
\]

Utility Theory asserts that investors are ‘utility maximizers’, but before one can maximize one’s utility, one must know the parameters of the return distribution. Now it is well known that if a utility maximizer evaluates a probability distribution on the basis of the first \( n \) moments, then his or her von Neumann-Morgenstern utility function is an \( n \)-th degree polynomial; conversely, if investor’s utility function is an \( n \)-th degree polynomial, then he or she evaluates probability distributions based only on the first \( n \) moments [48]. Therefore in treating the investor as a ‘Mean-Variance optimizer’, we need only consider a truncated Taylor series approximation of his utility function, namely the second-degree polynomial:

\[
U(r) = U(\mu) + U'(\mu)(r-\mu) + 0.5U''(\mu)(r-\mu)^2 \tag{A2}
\]

Applying the expectation operator to both sides of equation (A2) leads to the expected utility equation:

\[
E[U(r)] = U(\mu) + U'(\mu)E[r-\mu] + 0.5U''(\mu)E[(r-\mu)^2] \tag{A3}
\]

But by definition of the parameters \( \mu \) and \( \sigma \), we have that:

\[
\mu = E[r] \Rightarrow E[r-\mu] = 0 \tag{A4}
\]
\[
\sigma^2 = E[(r-\mu)^2] \tag{A5}
\]

Hence:

\[
E[U(r)] = U(\mu) + 0.5\sigma^2 U''(\mu) \tag{A6}
\]

Consider an investor’s iso-utility contours (a.k.a. ‘indifference curves’) in the Mean-Variance plane. Along any such contour, the expected utility is constant and therefore its total differential is identically zero, viz.:

\[
dE[U(r)] = U'(\mu)d\mu + 0.5U''(\mu)d(\sigma^2) + \sigma^2 U'''(\mu)d\mu = 0 \tag{A7}
\]

But by assumption, \( U \) is a second degree polynomial and therefore \( U'''(\mu) = 0 \); and upon factoring out the term \( U'(\mu) \) from the RHS of Equation (A7), we have that:

\[
dE[U(r)] = U'(\mu)\left\{d\mu + 0.5 \frac{U'(\mu)}{U''(\mu)}d(\sigma^2)\right\} = 0 \tag{A8}
\]
Furthermore, since $U'(\mu) \neq 0$ (because otherwise, the utility function would be independent of portfolio return, contrary to the basic tenet of Utility Theory itself), it follows immediately that:

$$dE[U(r)] = d\mu + 0.5 \frac{U'(\mu)}{U''(\mu)} d(\sigma^2) = 0 \quad (A9)$$

Integrating both sides of Equation (A9) and introducing the factor $\lambda = -\frac{U''(\mu)}{U'(\mu)}$ known as the ‘Arrow-Pratt Measure of Absolute Risk Aversion’, or simply as the ‘Coefficient of Absolute Risk Aversion’—we have that:

$$E[U(r)] = \mu - 0.5 \lambda \sigma^2 \quad (A10)$$

But the population parameters, $\mu$ and $\sigma$, would normally be unknown to the investor: for practical purposes, one has to replace these by their respective estimates. Typically, given a sample of portfolio returns, the Markowitz Mean-Variance model advocates replacing $\mu$ by the sample mean, $\bar{r}$, and $\sigma^2$ by the sample variance, $s^2$.

$$E[U(r)] = \bar{r} - 0.5 \lambda s^2 \quad (A11)$$

But often this Mean-Variance criterion is presented in terms of the individual assets compromising the portfolio. Thus, for an $n$-asset portfolio, we have that:

$$E[U(r)] = \sum_{i=1}^{n} u_i r_i - \phi^{-1} \sum_{i=1}^{n} \sum_{j=1}^{n} u_i u_j c_{ij} \quad (A13)$$

Where:

- $r_i$ is the expected return for the $i$-th asset;
- $c_{ij}$ is the covariance of returns between the $i$-th and $j$-th assets;
- $x_i$ is the proportion of wealth invested in the $i$-th asset;
- $\phi$ is the investor’s risk tolerance (Note: $\phi = 2\lambda^{-1}$).

Remarks. The Mean-Variance criterion is seemingly based on a sound theoretical footing, however problems emerge in the implementation phase. The main source of difficulty is in calibrating the risk aversion coefficient $\lambda$ (or the risk tolerance $\phi$), and unfortunately, economic theory isn’t much help because there is no consensus amongst economists themselves as to what these parameters entail and how one should go about measuring them in practice. For example, Mathew Rabin [53] writes:

“Expected utility theory seems to be a useful and adequate model of risk aversion for many purposes, and it is especially attractive in lieu of an equally tractable alternative model [. . .] but the theory] makes wrong predictions about the relationship between risk aversion over modest stakes and risk aversion over large stakes. Hence, when measuring risk attitudes according to the expected utility hypothesis, differences in estimates may come from differences in the scale of risk comprising the data sets rather than from differences in risk attitude of people being studied [. . .] so not only are standard measures of risk aversion somewhat hard to interpret [. . .] but even attempts to compare risk attitudes across groups will be misleading unless economists pay due attention to the theory’s calibration problems” [Paraphrased from p.1282 & p.1287]

The critical-line algorithm and the parametric approach are of course practical ‘work-arounds’ that have been used since the inception of the MV decision model with some measure of success. The remarks above further underline the practicality of the multi-objective approach present here: the decision model does not involve an artificial scalarization of the criteria, and one does not need the coefficient of absolute risk aversion to solve it.
Appendix B

The Iterated CTE: A Dynamic Risk Measure

I. Introduction

A Risk Measure is a function that assigns a real number to the outcome of a random process. An overview and pedagogical introduction to the subject of risk measurement may be found in [13, 68].

Risk measures may be classified into two broad categories:

- **Type I**: Measures that compute the deviation of a random outcome from a target value (often the Mean);
- **Type II**: Measures that compute potential loss of a random outcome with a pre-specified confidence level.

Risk measures of the first type include (i) two-sided deviations from a relevant target value, e.g. Variance; (ii) one-sided ‘shortfalls’ relative a relevant target value, e.g. Lower Partial Moments. This Appendix is only concerned with measures of the second type; we begin with ‘Value-at-Risk’ which is defined as follows.

Consider a positive random variable, \( L \); a probability measure \( P \); a confidence level \( \alpha \in (0, 1) \); and a time interval \( [T, 0] = \tau \). The Value-at-Risk over \( \tau \) is defined as the smallest number \( \lambda \) such that the probability that the loss variable \( L \) at time \( T \) exceeds \( \lambda \) is no greater than \((1 - \alpha)\), i.e.:

\[
\text{VaR}_\alpha(L) = \inf \{ \lambda \in \mathbb{R} : P(L > \lambda) \leq 1 - \alpha \} \quad (B1)
\]

Typical values of the confidence parameter are \( \alpha = 0.95 \) and \( \alpha = 0.99 \); in market risk management the time horizon \( \tau \) is usually one or ten days; in credit and operational risk management, \( \tau \) is usually taken as one year. Equation (B1) says that in 100\(\alpha\)% of its realisations, the loss variable \( L \) is less than or equal to \( \text{VaR}_\alpha(L) \); conversely, the loss \( L \) exceeds \( \text{VaR}_\alpha(L) \) only in 100(1 - \( \alpha \))% of the outcomes; in terms of capital requirement, the equation says that a reserve of \( \text{VaR}_\alpha(L) \) would be sufficient to cover losses in 100\(\alpha\) cases out of 100. Value-at-Risk is, in essence, a quantile measure, and one may formally demonstrate this as follows:

- **Definition B1 [Generalised Inverse]**: Given a non-decreasing function \( \phi : \mathbb{R} \to \mathbb{R} \), the generalized inverse of \( \phi \) is defined by \( \phi^{-1}(y) = \inf \{ x \in \mathbb{R} : \phi(x) \geq y \} \), where we use the convention that the infimum of an empty set is \( \infty \).

- **Definition B2 [Quantile Function]**: Given a cumulative distribution function \( F \), the generalized inverse denoted by \( F^{-1}(\cdot) \) is called a quantile function of \( F \); and for \( \alpha \in (0, 1) \), the \( \alpha \)-quantile of \( F \) is given by

\[
q_\alpha(F) = F^{-1}(\alpha) = \inf \{ \lambda \in \mathbb{R} : F(\lambda) \geq \alpha \}
\]

If \( F \) is strictly increasing then we simply have \( q_\alpha(F) = F^{-1}(\alpha) \), where \( F^{-1}(\cdot) \) denotes the ordinary inverse of \( F \).

- **Lemma B1 [\( \alpha \)-quantile]**: A point \( \lambda_\alpha \in \mathbb{R} \) is the \( \alpha \)-quantile of the cumulative distribution function \( F \) if and only if the following two conditions hold for all \( \lambda < \lambda_\alpha \): (i) \( F(\lambda) \geq \alpha \); (ii) \( F(\lambda_\alpha) < \alpha \).

The lemma follows immediately from the definition and the right-continuity of \( F \). And by definition of a cumulative distribution function, Equation (B1) implies that:

\[
\text{VaR}_\alpha(L) = \inf \{ \lambda \in \mathbb{R} : 1 - F_\tau(\lambda) < 1 - \alpha \} \quad (B2a)
\]
Equation (B2a) together with Definition B2 leads to:

$$\text{VaR}_\alpha(L) = \inf \{\lambda \in \mathbb{R} : F_L(\lambda) \geq \alpha\} = q_{\alpha}(F_L)$$  \hspace{1cm} (B2b)

Although, as a risk measure, VaR satisfies several ‘goodness’ criteria, it has some serious drawbacks that many have pointed out: by its very definition, VaR is only concerned with the frequency of losses but not the size of the loss;\(^{19}\) much more importantly, it is not universally coherent \([16, 17, 18]\). It was this failure of VaR to comply with the compelling theory of coherency developed in \([3, 4]\) that led to the development of a risk measure called ‘Conditional Tail Expectation’.

II. Conditional Tail Expectation (CTE)

This risk measure is defined as follows.

**Definition B3a [CTE]:** Let \(F\) be a strictly increasing cumulative distribution function; let \(\text{VaR}_\alpha(L)\) denote the Value-at-Risk for a loss random variable \(L\) with respect to \(F\) and at confidence level \(\alpha\); and let \(E\) denote the mathematical expectation operator. Then the conditional tail expectation (CTE) of \(L\) is defined as:

$$\text{CTE}_\alpha(L) = E[L \mid L > \text{VaR}_\alpha(L)]$$  \hspace{1cm} (B3a)

**Remark B1:** Note that this definition implicitly assumes that \(\text{VaR}_{\alpha+\varepsilon}(L) > \text{VaR}_\alpha(L)\) for all \(\varepsilon > 0\). To cover the possibility of a fall in probability mass, i.e. when \(\exists \varepsilon > 0 : \text{VaR}_{\alpha-\varepsilon}(L) = \text{VaR}_\alpha(L)\), a more general formulation is required, and this is as follows.

**Definition B3b [CTE]:** Let \(F\) be a cumulative distribution function; let \(\text{VaR}_\alpha(L)\) denote the Value-at-Risk for a loss random variable \(L\) with respect to \(F\) and at confidence level \(\alpha\); let \(E\) denote the mathematical expectation operator; and let the parameter \(\beta\) be defined as follows:

$$\beta = \text{Max} \{\lambda : \text{VaR}_\lambda(L) = \text{VaR}_\alpha(L)\}$$

Then the conditional tail expectation of \(L\) is defined as:

$$\text{CTE}_\alpha(L) = \frac{(1-\beta)E[L \mid L > \text{VaR}_\alpha(L)] + (\beta - \alpha)\text{VaR}_\alpha(L)}{1-\alpha}$$  \hspace{1cm} (B3b)

An alternative expression for \(\text{CTE}_\alpha\) that dispenses with the auxiliary parameter \(\beta\) is as follows:

$$\text{CTE}_\alpha(L) = \text{VaR}_\alpha(L) + \frac{P(L > \text{VaR}_\alpha(L))}{1-\alpha} E[L - \text{VaR}_\alpha(L) \mid L > \text{VaR}_\alpha(L)]$$  \hspace{1cm} (B3c)

**Remark B2:** The last definition clearly shows that CTE will always lead to a risk level that is at least as high as Value-at-Risk. Loosely speaking, the CTE may be described as the ‘mean loss in the worst 100(1 - \(\alpha\))% realisations of the loss random variable L’.

Since the CTE is a single-period risk measure, it may not be suitable in some cases as Wang explains \([74]\):

1. In many applications, the risks are multi-period in nature due to intermediate cash flows: an example would be a position in futures which results in intermediate cash flows due to the accounting practice of ‘marking-to-market’;
2. Whereas regulators require financial institutions to demonstrate adequate capital ‘for the next ten days’, most financial institutions normally calculate their VaRs on a daily basis, and each calculation pertains to a different 10-day period; this ‘moving horizon problem’ requires risk measures that are, in some sense, consistent over time;
3. Risk management is often part of a larger optimization problem such as portfolio management, and if the optimization problem is dynamic, then to ensure time-consistency, the risk measure must also be dynamic.

\(^{19}\)Rockafellar explains: “Inadequate account is taken of the degree of danger inherent in potential violations beyond \([\text{the VaR}]\) level. In cases where \([L > \text{VaR}]\) which do occur with probability \((1 - \alpha)\), is there merely an inconvenience or a disaster?” \([\text{Paraphrased from 55, p.42}]\)
In dynamic optimisation, ‘time-consistency’ is an important attribute of the solution. Consider a situation where a solution has been computed and actually implemented on \([0, t) \subset [0, T]\). If a re-calculation at time \(t\) yields the same solution for the remainder of the optimisation period \([t, T]\) as originally determined prior to implementation, then such a solution is said to be time-consistent \([36]\). This property is in essence a statement of the Richard Bellman’s ‘Principle of Optimality’ which states:

“An optimal policy has the property that whatever the initial state and decision are, the remaining decisions must constitute an optimal policy with regard to the state resulting from the first decision” \([7\text{, p.83}]\).

Unfortunately, the literature on dynamic risk measures is currently rather limited, and the few models that are available, such as the formulations in Wang \([74]\), Riedel \([54]\) and Artzner, et al. \([2]\), are difficult to implement in practice. According to Hardy and Wirch:

“The key to defining [the risk measures of Wang, Riedel and Artzner, et al.] is determining the closed convex set of test probabilities (scenarios) over which to calculate the expected values; defining this set is the most difficult hurdle to implementing multi-period risk measures” \([\text{Paraphrased from 26 p.63}]\).

Their alternative approach is based on the premise that, in the multi-period setting, the appropriate value to consider in assessing capital adequacy is not the final liability, but the periodic amounts that are required ‘per decision stage’—each being the amount determined by the risk measure as ‘necessary to cover possible losses in the next time period’. They call their measure the ‘Iterated Conditional Tail Expectation’.

III. The Iterated Conditional Tail Expectation (ICTE)

The iterated conditional tail expectation of Hardy & Wirch \([26]\) employs a result that states that any risk measure can be expressed as the expected value of a loss random variable under a suitably distorted probability measure \([73, 30]\); this result shall be assumed in this exposition.

![Figure B1: Multi-period Risk assessment of a Liability \(L\) through \(n\) Iteration Intervals each of length \(\tau\) years](image)

The timeline in Figure B1 is a useful visual aid; in the diagram, ‘now’ is labelled as time \(t\), and the planning horizon \([t, T]\) is divided into \(n\) time intervals, each of length \(\tau\) years. This assumption of equal length time steps is not necessary—it is merely for analytical expediency. Let \(H\) and \(R\) denote two risk measures and let \(L\) be a liability due at time \(T\). Let the capital required to meet the said liability (as determined at time \(t\) by \(R\)) be \(R^t_\tau(L)\); at the same time, let \(H^t_\tau(L, \tau)\) denote the same capital requirement but this time as determined by \(H\) which is computed by backward recursion from \(T\) down to \(t\) in steps of length \(\tau\). Let \(E\) denote the expectation operator under some distorted probability distribution function, and let \(\delta\) denote the sigma algebra representing information that is pertinent at any time \(t\); assume a nominal rate of \(\delta\) for continuous discounting.
At time \( t \), the required capital may be stated thus:

\[
R_t^T(L) = E_{\mathcal{F}_t}\left[L e^{-\delta t} \mid F_t\right]
\]  

(B4a)

And in terms of the risk measure \( H \)—which is a functional recursion by design—we have that:

\[
H_t^T(L, \tau) = E_{\mathcal{F}_t}\left[H_{t+\tau}^T(L, \tau) e^{-\delta \tau} \mid F_t\right]
\]  

(B4b)

The right hand side of Equation (B4b) may be expressed in terms of the measure \( R \) as follows:

\[
E_{\mathcal{F}_t}\left[H_{t+\tau}^T(L, \tau) e^{-\delta \tau} \mid F_t\right] = R_t^{t+\tau}\left(H_{t+\tau}^T(L, \tau)\right)
\]  

(B4c)

Hence:

\[
H_t^T(L, \tau) = R_t^{t+\tau}\left(H_{t+\tau}^T(L, \tau)\right)
\]  

(B4d)

A repeated application of the logic underlying B4b and B4c on \( H_{t+\tau}^T \), \( H_{t+2\tau}^T \), \( H_{t+3\tau}^T \), etc readily shows that Equation (B4d) written in expanded form is as follows:

\[
H_t^T(L, \tau) = R_t^{t+\tau}\left(R_{t+\tau}^{t+2\tau}\left(R_{t+2\tau}^{t+3\tau}\left(\ldots R_{T-t-T}^T\left(H_T^T(L, \tau)\right)\right)\right)\right)\right)
\]  

(B4e)

But by definition, \( H_t^T(L, \tau) = L \); and so we have that:

\[
H_t^T(L, \tau) = R_t^{t+\tau}\left(R_{t+\tau}^{t+2\tau}\left(R_{t+2\tau}^{t+3\tau}\left(\ldots R_{T-t-T}^T\left(L\right)\right)\right)\right)\right)
\]  

(B5)

Equation (B5) says that at time \( t \), the capital determined by \( H \) is a result of a backward recursive application of the measure \( R \) using the capital requirement at the next ‘forward’ iteration stage as the argument. Note that the functional form of \( R \) is still undeclared: if one defines this as the ‘conditional tail expectation of its respective argument’, then by Definition B3a and using the notation \( \theta_{t} = H_t^T(L, \tau) \), the right hand side of B4d is:

\[
R_t^{t+\tau}\left(\theta_{t+\tau}\right) = E_{\mathcal{F}_t}\left[\theta_{t+\tau} \mid \theta_{t+\tau} > q_\alpha\left(\theta_{t+\tau}\right)\right]
\]  

(B6a)

Now, at time \( t = T - \tau \), we have that:

\[
H_t^T(L, \tau)\bigg|_{t=T-\tau} = R_t^{t+\tau}\left(\theta_{t+\tau}\right)\bigg|_{t=T-\tau}
\]  

(B6b)

Replacing the index \( t \) by \( T - \tau \) yields:

\[
H_{T-\tau}^T(L, \tau) = R_{T-\tau}^T\left(\theta_{t}\right)
\]  

(B6c)

But by definition, \( \theta_{t} = H_T^T(L, \tau) = L \), hence we have that:

\[
H_{T-\tau}^T(L, \tau) = R_{T-\tau}^T\left(L\right) = E_{\mathcal{F}_T}\left[L \mid L > q_\alpha\left(L\right)\right]
\]  

(B6d)

Thus a definition of the one-step risk measure \( R \) induces a similar functional form for the recursive risk measure \( H \). This observation prompted Hardy and Wirch to assert:

“Any single period risk measure may be used to construct a multi-period risk measure by iteration. If we start with a risk measure having some attractive features, such as the CTE, then we retain most of those features after iteration” [Paraphrased from 26, p.65]

Wirch and Hardy provide proof of the above assertion: they demonstrate that, just like the ‘ordinary’ conditional tail expectation, the iterated conditional tail expectation satisfies the static coherency axioms of Artzner, et al. at each stage of iteration. But in addition, the ICTE also satisfies two dynamic axioms proposed by Riedel [54] called ‘dynamic consistency’ and ‘relevance’; and in most practical cases, the ICTE also has a property they call ‘Time-step Increasing’. These concepts are defined as follows.
**Definition B4a [Dynamic Consistency]:** A dynamic risk measure is said to be ‘dynamically consistent’ if, for any two random loss process X and Y, and assuming no cash flows in the interval \([t-s, t]\), we have that:

\[
H^T_t(X, k) \bigg| F_t = H^T_t(Y, k) \bigg| F_t, \quad \forall F_t \quad \Rightarrow \quad H^T_{s+t}(X, k) = H^T_{s+t}(Y, k), \quad \forall s \in (0, t]
\]

**Remark B3:** In other words, ‘dynamic consistency’ requires that if risk measures for the losses X and Y are the same for every possible probabilistic outcome at time \(t\), they must be the same for all previous dates provided there are no cash flows in the interim period. ‘Dynamic Consistency’ is also called ‘Time Consistency’.

**Definition B4b [Relevance]:** A dynamic risk measure is said to be ‘relevant’ if every loss which is not excluded by the current history carries positive risk.

**Definition B4c [Time-step Increasing]:** A risk measure \(H\) is said to be ‘time-step increasing’ if, for a liability \(L\) due at time \(T\), the risk assessed at earlier time \(t\) is an increasing function of the number of iteration stages \(nk\) into which the interval \([t, T]\) is subdivided (see Figure B1).

**Remark B4:** This property is intuitively appealing—it essentially states that ‘the more frequent one checks for potential problems, the larger the probability of detecting them’. If the time-step property holds for the risk measures \(H\) and \(R\) described above, then it means that \(H \geq R\) since \(R\) is a single time-step version of \(H\).

Hardy & Wirch [26] derive a closed-form expression for the ICTE in the case where the loss random variable is a log-normal process. Their derivation is presented in the following section.

**IV. ICTE: The Log-Normal Case**

Suppose the random loss variable \(L\) evolves as geometric Brownian motion (i.e. a log-normal process) on \([t, T]\) with parameters \(\mu\) and \(\sigma\), then the conditional variable \(\lambda_{t+\tau} = L_{t+\tau}|L_t\) is also a log-normal process. One may equivalently assert that \(\ln(\lambda_{t+\tau})\) is a Gaussian random variable with a mean \(\mu \tau + \ln(L_t)\) and variance \(\sigma^2 \tau\) [39, pp. 304-309], which in standard notation, one denotes as:

\[
\ln(\lambda_{t+\tau}) \sim N(\mu \tau + \ln(L_t), \sigma^2 \tau)
\]

Let \(\Phi\) denote the cumulative distribution function for the standard normal variable, and let \(X\) denote a lognormal random variable with mean \(m\) and variance \(s^2\); then the level-\(\alpha\) conditional tail expectation of \(X\) is given by [13]:

\[
\text{CTE}_\alpha(X) = \frac{\Phi(\sigma - \Phi^{-1}(\alpha))}{1-\alpha} \exp(m + 0.5s^2) = \frac{1 - \Phi(\Phi^{-1}(\alpha))}{1-\alpha} \exp(m + 0.5s^2)
\]

(B7b)

Let \(z\) denote the normalised or standard version of the Gaussian random variable described by B7a; and let \(z_\alpha\) denote the \(\alpha\)-quantile of the said normalised variable, i.e. \(\Phi(z_\alpha) = \alpha \iff z_\alpha = \Phi^{-1}(\alpha)\). It follows immediately from B7a and B7b that the level-\(\alpha\) conditional tail expectation of the lognormal variable \(\lambda_{t+\tau} = L_{t+\tau}|L_t\) is:

\[
\text{CTE}_\alpha(\lambda_{t+\tau}) = \left[\frac{1 - \Phi(z_\alpha - \sigma \sqrt{\tau})}{1-\alpha}\right] \exp(\mu \tau + \ln[L_t] + 0.5\tau \sigma^2)
\]

(B8a)

\[
\text{CTE}_\alpha(\lambda_{t+\tau}) = L_t \left[\frac{1 - \Phi(z_\alpha - \sigma \sqrt{\tau})}{1-\alpha}\right] \exp(\tau [\mu + 0.5\sigma^2])
\]

(B8b)
Suppose the planning period \([t, T]\) is sub-divided into \(n\) intervals of length \(\tau\) years as shown in Figure B1; let \(H^T_k(L_T, \tau)\) denote the iterated CTE at time \(k\) of the liability \(L_T\) due at time \(t = T\); then over the final \(\tau\) years of the planning period (i.e. at time \(t = T - \tau\)) we have that:

\[
H^T_k(L_T, \tau) = \text{CTE}_\alpha(L_T) = L_T \left[ \frac{1 - \Phi(z_\alpha - \sigma \sqrt{\tau})}{1 - \alpha} \right] \exp\left( (\mu + 0.5\sigma^2) \right) \quad \text{(B9)}
\]

Proceeding backwards in steps of \(\tau\) years, given that the CTE is positive homogeneous, \(^{20}\) we have that:

\[
H^T_{k-\tau}(L_T, \tau) = \text{CTE}_\alpha\left(L_T \mid L_{T-\tau} \right) \left[ \frac{1 - \Phi(z_\alpha - \sigma \sqrt{\tau})}{1 - \alpha} \right] \exp\left( (\mu + 0.5\sigma^2) \right) \quad \text{(B10b)}
\]

\[
H^T_{k-2\tau}(L_T, \tau) = \text{CTE}_\alpha\left(L_T \mid L_{T-2\tau} \right) \left[ \frac{1 - \Phi(z_\alpha - \sigma \sqrt{\tau})}{1 - \alpha} \right] \exp\left( 2(\mu + 0.5\sigma^2) \right) \quad \text{(B10c)}
\]

\[
H^T_{k-3\tau}(L_T, \tau) = L_T \left[ \frac{1 - \Phi(z_\alpha - \sigma \sqrt{\tau})}{1 - \alpha} \right]^3 \exp\left( 3(\mu + 0.5\sigma^2) \right) \quad \text{(B10d)}
\]

Similarly, it is easy to show that

\[
H^T_{k-n\tau}(L_T, \tau) = \text{CTE}_\alpha\left(L_T \mid L_{T-n\tau} \right) \left[ \frac{1 - \Phi(z_\alpha - \sigma \sqrt{\tau})}{1 - \alpha} \right]^{n\tau} \exp\left( n\mu + 0.5(n\sigma^2) \right) \quad \text{(B10e)}
\]

And so a general formula that applies at any stage \(k\) may be derived as follows. Let elements of the set \(N_T = \{1, 2, \ldots, T\}\) denote the number of iteration stages; define a ‘stage locator variable’ by \(m = \eta_k\tau\); then at any decision stage \(k \in [t, T] \cap \{m : m = \eta_k, \eta_k \in N_T\}\), we have that \(k = T - m\), and the iterated CTE is:

\[
H^T_k(L_T, \tau) = L_k \left[ \frac{1 - \Phi(z_\alpha - \sigma \sqrt{\tau})}{1 - \alpha} \right]^{m\tau} \exp\left( m(\mu + 0.5\sigma^2) \right) \quad \text{(B11)}
\]

V. Implementing the Iterated ICTE: A Proposal

In order to use equation (B11), one needs specific values for \(\mu\) and \(\sigma\), as well as a tractable model for the random coefficient \(L_k\). The former may be obtained by statistical regression analyses given the requisite data; the latter may be modelled as follows. The portfolio’s value at time \(k\) is given by:

\[
v_k = \sum_{i=1}^{N} p^i_k n^i_k \quad \text{(B12)}
\]

where: \(p^i_k\) is the share price of the \(i\)-th asset; \(n^i_k\) is the number of shares held of the \(i\)-th asset.

If the risk-free asset bears an interest rate of \(\delta\), then the loss variable \(L_k\) may be defined as [see Note 2 below]:

\[
L_k = -\min\left\{v_k - \overline{v}_k, 0\right\} \quad \text{(B13a)}
\]

\[
= -\min\left\{(v_k - w_0 \exp(\delta k)), 0\right\} \quad \text{(B13b)}
\]

\(^{20}\) Alternatively, one could also use ‘the rule of average conditional expectations’ which states [51, pp.402-403]: \(E(Y) = E\left\{E\left(Y \mid X\right)\right\}\)
In equation (B12), $p_{ik}^i$ is an exogenously driven random variable that is normally modelled as geometric Brownian motion [39, chap. 11]; and $n_{ik}$ is a deterministic variable that is a function of the previous investment decisions, i.e., at time $k$, the proportion of wealth invested in the $i$-th asset is $u_{k-1}^i v_{k-1}$, and the number of shares held is:

$$n_{ik} = \frac{u_{k-1}^i}{p_{k-1}} v_{k-1}$$  \hspace{1cm} (B14)

Hence:

$$v_k = v_{k-1} \frac{\sum_{i=1}^{N} \left( \frac{p_{ik}^i}{p_{k-1}} \right) u_{k-1}^i}{p_{k-1}}$$  \hspace{1cm} (B15)

Assuming no dividends are paid out over the period $[0, T]$, then the $i$-th asset return at time $k$ is given by:

$$\pi_{ik} = \frac{p_{ik}^i}{p_{k-1}^i} - 1$$  \hspace{1cm} (B16)

Therefore:

$$v_k = v_{k-1} \sum_{i=1}^{N} \left( \pi_{ik}^i + 1 \right) u_{k-1}^i$$  \hspace{1cm} (B17)

Note that equation (B17) is stochastic due to the presence of the random variables $\pi_{ik}^i$. But, as is common practice in portfolio optimization, these random terms would normally be replaced by numerical estimates $\hat{\pi}_{ik}$ computed by some means or other. Granted this, equation (B17) then becomes a tractable first-order difference equation that has the closed-form solution; see e.g. [8, Chap. 16]:

$$v_k = w_0 \prod_{j=1}^{k-1} \varpi_j$$  \hspace{1cm} (B18a)

with 

$$\varpi_j = \sum_{i=1}^{N} \left( \hat{\pi}_{ij}^i + 1 \right) u_{j-1}^i$$  \hspace{1cm} (B18b)

And hence the coefficient $L_k$ in equation (8) may be modelled as:

$$L_k = -\min\left[ \beta_k, 0 \right]$$  \hspace{1cm} (B19a)

with 

$$\beta_k = w_0 (1 - \exp(\delta k)) \prod_{j=1}^{k-1} \varpi_j$$  \hspace{1cm} (B19b)

Notes on the Proposal

1. In order to use the ICTE risk model just described, one needs numerical estimates for the parameters $\mu$ and $\sigma$ of the assumed probability distribution of the returns, as well as the projected asset returns $\hat{\pi}_{ik}^i$. Note that, unlike the MV approach, this method does not require one to estimate the covariance matrix of the asset returns, and this significantly lowers the amount of data required to run the model.

2. The logic underlying the ICTE risk model is an attempt to encapsulate—at least indirectly—the ‘Safety of Principal First’ investment strategy and the notion of a ‘disaster return’ as advocated by Roy [56]. This should be clear on noting that an implicit assumption in the initial definition of $L_k$ in equation (B13) is that, in holding onto the $N$ risky assets, the investor continuously incurs an opportunity cost valued as the gain he forgoes from not having invested all his money into a risk-free asset and holding this up to the current time. Alternatively, one may envisage the initial wealth $w_0$ as having as a fixed-term loan at a nominal rate of interest $\delta$ that is due in $T$ years. Either of these interpretations leads to a meaningful definition of downside risk and Roy’s ‘disaster return’ in the portfolio optimization context.
3. The ‘min’ operator in equations (B13) serves to select only the downside of \((v_k - \bar{v}_k)\), i.e. when the portfolio value is less than the ‘disaster value’—the notional opportunity cost or loan liability that accumulates at the rate \(\delta\) per annum. Equation (B13b) follows from the further assumption that this opportunity cost (or loan liability) is compounded continuously at \(\delta\)—an investment of \(w_0\) at time \(t=0\) in the risk-free asset held until time \(k\) yields \(\bar{v}_k = w_0 \exp(\delta k)\).

4. An extended formulation of \(\text{MP5}\) that affords more realism may be obtained by augmenting the state vector by an additional coordinate representing the portfolio value \(V\), viz.:

\[
\begin{align*}
\text{Opt} \{g(\mathbf{u}_{T,1}), h(\mathbf{u}_{T,1})\} \\
\text{Subject to:} \\
& x_{k+1}^j = x_k^j + u_k^j; \quad x_0^j = 0 \quad j \in \{1, 2, \ldots, n\}; \quad k \in \{0, 1, 2, \ldots, T\}; \\
& x_{k+1}^{n+1} = x_k^{n+1} \sum_{i=1}^{n} (u_k^i + 1)u_k^i; \quad x_0^{n+1} = w_0 \quad k \in \{0, 1, 2, \ldots, T\}; \\
& \sum_{j=1}^{n} u_k^j = 1; \quad u_k^j \in [0, 1] \quad j \in \{1, 2, \ldots, n\}; \quad k \in \{0, 1, 2, \ldots, T\};
\end{align*}
\]

This M-program may be extended even further by explicitly modelling the asset returns \(\hat{\pi}_k\)—as say multi-factor stochastic models in the vein of Glasserman & Xu [24]—and appending the same to the state vector. And depending on whether the formulation is favourable, it may even be possible for well-established concepts from control theory (such as the certainty equivalent principle) to be brought to bear.

5. The definition of ‘asset returns’ in equation (B16) assumes no dividends are paid out in interim period. This is very plausible if one assumes that the planning horizon \([0, T]\) refers to a single financial year, and its sub-divisions \(\tau\) refer to financial quarters.

6. The ‘Balance Sheet Identity’ states: Assets – Liabilities = Owner’s Equity. At any time \(k\), the value of assets held is \(v_k\); the (notional) liabilities are valued \(\bar{v}_k\); and the quantity \(v_k - \bar{v}_k\) is therefore a measure of the ‘Owner’s Equity’. Insolvency occurs when the ‘owner’s equity’ is negative. Thus, as defined above, the ICTE risk measure is an attempt to avoid insolvency over the period \([0, T]\).

7. An empirical validation of the ICTE criterion in the portfolio optimization context is beyond the scope circumscribed for this paper. It requires appropriate data on the probability distribution of the loss variable \(L\) that allows one to estimate the parameters \(\mu\) and \(\sigma\), and until the results of such research are known, this account should not be treated as the definitive approach for incorporating dynamic risk measures in the framework of \(\text{MP5}\) or \(\text{MP12}\) but merely as a possible way forward. And since the aim here is merely to present alternative approaches to the MV optimization problem and illustrate how \(\text{GENO}\) may be used to find practical solutions, the risk measure employed in the single-period numerical example to follow shall be ‘portfolio variance’ as opposed to the more realistic ICTE risk measure.

8. Both models \(\text{MP5}\) and \(\text{MP12}\) may be run in single-period mode by merely declaring \(k \in \{0\}\); and of course the multi-period risk measure \(h\) may equally be used in the pseudo-dynamic model \(\text{MP4}\).

VI. Summary and Conclusions

A risk measure is a function that assigns a real number to the outcome of a random process. This Appendix has presented a measure called the ‘Iterated Conditional Tail Expectation’ (ICTE) that may be used in a multi-period setting. The ICTE measure exhibits several desirable features: it is ‘coherent’ in the sense of Artzner, et al. [3, 4]; it is ‘consistent’ and ‘relevant’ in the sense of Riedel [54]; and, in most practical cases, it is also ‘time-step increasing’ in the sense of Hardy & Wirch [26]. Furthermore, in the case where the loss variable is described by a geometric Brownian motion, the ICTE may be expressed in closed form, and this renders it highly practical as a dynamic measure of risk.
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